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® General definitions of
@® Random Sampling
® Censored Sampling
® Truncated Sample
O Choice Based Sample
@ Also consider truncated and censored random variables.
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(1) Random sampling: (Really simple random sampling)

® iid. random variables with density f(X). Random sampling in
general is derivation of a sample by a calculatable rule.

Prob. of sample = f(X1)f(X2)f(X3) ... f(Xn)

® Problem of getting an X is f(X). Thus in a population, the
probability of getting into the sample is f(X). This is simple
random sampling.

(2) Truncated Sample

f(X) : density of a random variable
a < X < b:b,amay be infinite
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We observe X if X < R (right truncation)
e orif if X > 1L (left truncation).

® Key property: latent variable X in the population — we know
X =X when L< X < R
¢ (Assume simple random sampling of a larger population). We

only observe X* and we do not know the number of
observations in (larger) random sample for which X is outside
the interval. We only know the reduced sample if density in
population (untruncated) is f(X), then density of X* is

F(X*)
/L " f(z)dz
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® (Note further that there are an infinity of underidentified
distributions consistent with the truncated one.)
® Censored Sample: We observe X* as before but we know the
number of observations outside interval. We encounter two
types of censoring:
® Type one censoring : we only observe a variable if it lies in a
range, number of values of Y outside the range is known.
® Type Two Censoring: Fixed proportion of the sample is
censored in advance (e.g. stop observing light bulb burnout
when we have a proportion - say m).
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(4)
(5)

If we have that in both (3) and (2), X is a truncated random
variable (the range of the random variable is truncated).

New term: coined in recent econometric work — censored
random variable. It is inherently a bivariate concept. Joint pdf
—f (Y1, Y2). Then we have that we observe Y; only if Y,
exceeds some value or lies in some range, e.g.

L < Y2<R (1)
Prob. of this event is

R
/ RALZ
L

The random variable Y; is not truncated. We observe Y; only
if the condition on Y, is satisfied.
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® The sample may or may not be truncated. Thus, it is the case
that if we observe Y7, given selection criterion (*), but we do
not know the number of observations in the larger random
sample variable for which the Y, restriction is violated, we have
a truncated sample and a censored random variable. Now
clearly we may put a restriction on Y; e.g. we observe Y; only
if L, <Y< Ryand Ly <Y; < Ry. Thus define Y] = Y] for
L < Y] <Ry

R>
/ F(Y7, V)dY,

) =
// F(Y1, Ya)dYidYs
L Lo
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(6) New term in discrete choice literature — choice based sampling.
Consider the random variable Y to be discrete. Z are
exogenous explanatory variables. The theory produces a
g(Y | Z,0) : discrete choice model h(Z) in the distribution of
the population exogenous variables.

Yic{1,....J}

elements of choice set.

Exogenous Sampling: we pick Z, then observe Y. Sample Z
according to the density k(Z) and observe the value of Y, the
choice. Likelihood of an observation (Y, Z) is

g(Y [ Z20)k(2)

when k(Z) = h(Z), we have random sampling. Otherwise we
have stratified sampling.
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Choice Based Samples
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® Pick Y first (e.g. travel mode). Probability of selecting Y is
C(Y).

® f(Y,Z) is the joint density of Y and Z in the population.

F(Y,210) = g(Y|Z, 0)h(Z) =o(Z | Y)(Y|0)
(o) = [ vz, o)n2)z

® Given Y we observe Z (the implicit assumption is that we are
sampling only on Y, not on Y and Z). Probability of sampled
Z,Yiso(Z|Y)C(Y).

e A fact we use later is
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wzine) = (SN )

g(Y | 2)h(Z)C(Y)

~ [Je(Y12)h(2)dz]’

When C(Y) =f(Y) = [g(Y | Z)h(Z)dZ, choice based sampling
is random sampling.




* Note, the likelihood function in an exogenous sampling scheme
is

£ = [[fvi.z)=1]f(v:|Z,0)n(Z)

InLC

D Inf(Yi| Z)+ ) Inh(Z).

* By exogeneity, we get the lack of dependence of distribution of
Zon 6.
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.
¢ Likelihood function for a choice-based sampling scheme is

InL = Z[Ing(Y; | Z)+Inh(Z)—Inf(Y:)+InC(Y:)].

i=1
® Inseveral, f(Y) depends on parameters 6. .. Max with 6.

L  Olng(Vi|Z) ~~ahf(Y)
o0 _Z o0 _Z 00

i=1 i=1

® We neglect the second term in forming the usual estimators
using only the first term. That is the source of the
inconsistency.
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Choice Based Sample:

® An example in discrete choice.
® (c) Draw d by ¢(d).
e (d) Draw X by f(X | d =1).
® Joint density of data:

o(d=1)(X|d=1,6p)

Pr(d — 1| X, 6)f(X)
= =D =G =110)
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® Now in a choice-based sample

f(X|d=1,00)p(d=1)
g*(X)

where g*(X) is the sampled X data. Joint density of data X is
given by:

Pri(d=1|X) =

g (X)=F(X | d=1,0)p(d =1)+ f(X | d =0,0)p(d = 1)

and X|d=1)Pr(d=1)
f(X)

e Assume f(X) > 0. Using Bayes’ theorem for Y write:

Prid=1]X) = ¢
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o Pri(d=1]X) =
Pr(d = 1| X,0)f(X)
Pr(d =116)

o(d=1)+

p(d =1)
Pr(d =1 X,0)f(X) Pr(d = 0| X, 0)f(X)
Pr(d=110) Pr(d =01 6)
Pr(d =11 X,0)p(d =1)/Pr(d =1 6)

Pr(d =1 X, e)%wdd:mx,m r




* Now we missample the population with density
f(X | d =1) in a choice based sample:

) - F(X | d=1,00)p(d =1)
Pri(d = 1|X)—f(X|dzl’g)w(d:1)+f(X|d=0,90)</>(d=0)
f(X)Pr(d =1 X)

Pa=1 =Y
RPG=TIN, y), OPT=TT0_
Pr(d =1 X)

o(d=0) Pr(d=1)

Pr(d=1|X)+Pf(d=0|x)cp(d:1)'Pr(d:0)
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e With logit we get

o B 1
Prid=11X)= ( Xﬁ)l[so(d:O)Pr(dzl)]'
—(ao+ +In :
14te o(d =1) Pr(d =0)
This goes into an intercept term:
o0 +XB
1 + e +XB
. |eld=0) Pr(d=1)
@ T Lo(d —1) Pr(d=0)]
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® How to solve problem: Reweight data by relative frequency in
population.

¢ (Idea due to C.R. Rao, 1965, 1986.)
® Joint density of the data is

f(X|d=1)p(d =1).
Use Bayes' rule to obtain

P(d =1| X)f(X)

pa—1 =D
* Now weight by Pd=1)
p(d=1)
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® Solution: Reweight the data to form the following weighted
likelihood:

Pr(d; =1), , o Pr(di=0) | o1 Py
Nz[w(d_l d)InPr(d,_l|X,0)+—¢(di:0)(1 d*)InPr(d;

P/{[Pr(d =1 X, 00)f(X | 6)] InPr(d = 1| X, 0)+

/ [Pr(d = 0| X,00)f(X | 66)]InPr(d =0 | X,0)} F(X | d)dX
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® This step uses the result that reweighting the data gives us the
true density.

® Better way to see what is giving on:

F(X|d=1)p(d =1) Pr(d=1]|X)f(X) p(d =1)
g"(X) N g"(X) Pr(d =1)

® Reweight the data: when we reweight the data, g* is restored
to f.

P(d =1)
o(d =1)

Pr(d = 0)
¢(d =0)

F(X)=F(X | d=1)p(d = 1) [ }+f(x | d = 0)p(d = 0)
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