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* Y, =XyB+e, i=1...,l,andt=1,....T
o Y. =X.0+¢; i=1,...,1

° V= tT:1 %7 Xi. = Z:l%

* Yi=Yn,....Yir), Xi=(Xu,...,Xi7)

® g =fi+ Us
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o E(f)=E(Uyx)=0

° E(f)=0f  E(U}) =0}

© E(ff)=0 i#1

e U isiid for all 7, t.

® Assume that Xj; is strictly exogenous:

o E(Up+fi | Xa,...,XiT)=0all t.

* Also distribution of the X; = (X1, ..., X;t)’ does not depend

on [.
_ 2
Cov(eirceir) = of
2
o : : .
p=——— (intraclass correlation coefficient)
o + 02
f u
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® Look at covariance matrix for ¢; = (gj1,...,&7)
L p p

E(ciei) = (o7 +02) | p | =A
p p 1
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® Now stack all of the disturbances (in groups of T)

== (e1,62...€))

E(ese)=Q# 1 =

cocoXx
oo Xxo
oXxoo
> o oo
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T x T blocks
stack X; into a supervector X
stack Y; into a supervector Y
Then, we have that GLS estimator is

Bers = (X'Q1X)HX'QLY)

OLS applied to the data yields unbiased but inefficient
estimators of 3 (because of exogeneity of Xj; with respect to

Eit).
But computer program produces the wrong standard errors.
Correct standard errors are:

o2(X'X)"HX'QX) (X' X) !

OLS standard errors to assume to be o2(X'X)~".

.. inferences based on OLS models are incorrect.
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® Write
A=(1-p)l+pu

e yisa T x1vectorof 1's

lp 0 0 pop PP
A_ |0 1p 0 I R
pop PP

0 0 1-p

A_l = )\1LL, + )\2/
°p#l
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® Where

A = P
(I=p)(L=p+Tp)
1
Ay = ——.
2 1—,

¢ Prove this result on A~L.
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* Proof: AA™! =/ (direct multiplication). What is the GLS
estimator doing?

Bers = (X'QX)HX'QLY)

AT 0 0 0
g1 |0 At o
0 0 AloO
0 0 0 Al
X, Y:
X %
x=|"7 y=| 7
X, Y,
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® Thus, we conclude that

I -1/
Bars = (Z X,-'A—le) (Z X,-'A—lv,)
i=1

i=1

® Use the expression for A~! given above:

1 / /
D OXATX =TN (Z X"/L;/X’) + X2 ) XX
i=1 i=1

i=1
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® | ook at

a K vector of means.

® Now look at the GLS estimator it is a function of within and
between variation.
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® Total sum of squares

I
Txx = Z X{ X

i=1

Within Deviations (T x K)

Xi—u X, = Xi— =X
L i 7_
o/
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® QObserve:

L L w
[I - 71 [I - ?} =/- - (idempotent)

Xiis TxK, X is1xK.
® Thus, we have that within variation is given by

, w
> X/(1- =)X; = Wax

Bxx = TZX’X ZXI“IX

Txx = Wxx + Bxx
NN~

within between
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® GLS estimator is given by taking

/
X!/ X;
T (Z = >+A2

i=1

I
X' X;
= MWxx + A2+ TA) (Z '7— )

i=1

= MWxx + (A2 + TA)Bxx.

!

X! X

I ! W
Z T + xx]

i=1
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® There is a similar decomposition for other term and we get that

Bors = DaWix + (M2 + TA1) Bxx]
-[)\2 Wxy + ()\1 + T)\2)BXY]

Heckman Part |



¢ Define
)\1 1%
0=1+T—=1-T——"——
A2 (I=p+Tp)
9_1—p+T,0—T,0_ 1—p
1—p+Tp 1—p+Tp

Bors = [Wxx + 0Bxx] [ Wiy + 0Bxy].

® 2 estimators are averaged together:
Take first estimator the within estimator.
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-
e This is simply given by taking deviations from mean:
Yit - Y: = (Xit - Xu)ﬁ + Uit - Ui-

Y. = XiB+fi+ U

® . subtracting Y;. produces an estimator free of f;.

¢ Doing that eliminates the fixed effects from the model. Thus,
we have that

BW = (WXX)_IWXY
Bs = (Bxx) 'Bxy
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Simply average over the groups and we are done.

(Wax)Bw = Wy
(Bxx)Be = Bxy
[Wxx + 0Bxx]Beis = WxxSw + 0(Bxx)fs

e - we have that

Bors = [Wxx + 0Bxx] [ WaxxBw + 0Bxx3s].

For a scalar regressor 3¢, s lies between 3\, and (g.

(But not, necessarily so, for the general regressor case).
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Now suppose p =0
— \=0—=0=1.

Then BAGLS is simply OLS. Suppose that p = 1.
A is singular, A~! doesn't exist.

If we have that regressors are fixed over the spell for the case
that the rank of Wxx = 0 and GLS is between estimator.
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® Suppose that T — oo, p #0

T )
Tooo Ay T—oo (1= p+ Tp)
= Jim 1
—00 p+p

e -~ 0=0
o - [Bers = Bwl-
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® |n this case, the within estimator is the efficient estimator.

® Now A~! matrix itself can be written in an interesting fashion
and provides an example of another interpretation of the

estimator.

o A7l = \y(I — ku') where k is given by —)\—1
2

[l — cud/][l — cu]
= | —cu —cu + T2

= | —(2c— TA)u

where
A1

2c—Tc——)\—2 F=1—-cu.
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® Solve to get

1 —
T V1i—p+pT
® - GLS estimator is of the form

-1

Bers =

1
> XAY,
i=1
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® But this is < to transforming the data in the following way

Yi = Xif+e
FY; = FXi8+ Fe;
FY; = Yi—(cT,)Y.
VY
T

Y. =
® The mean value of Y; for person i over sample period T.

FX; = X; — (cT)uX.
® Now, suppose that we have p = 0,c =0, GLS is OLS applied

to data.
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Standard Errors for Fixed Effect; Estimator IS Produced by
OLS Formula; GLS is OLS
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* Proof:
Y: L 0 0
S G S I TR I S IR
YN 0 0 2
X1 U1
+ .. ﬁ+
Xn Uy
’/il Xll
\/I-: PR X,:
%T XIT
E(U,'U,{):U2/T

E(UU) =0,  i#].



w!
* Define F = | — —.
erine

e Partition
Y = X8+ if + U;
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¢ Using
!

o/
“YF =
(7)F=0

FY; = FX8 + FU,

o/ o’ o/

7:Y?:=1f905'+’7:Lh

i i
SOXIEX| D XIFY;
i=1 i=1

-1

B =
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® |et /
B = (Z X,’FX,-) :
i=1

® Note: The B here is not the between matrix.

i N
VarByy = (B)E [(Z X,’FU,-) > UIFX;
i=1 i=1

!
= B [af, > (XIF)FX;

i=1

= A XFX)

T)\T/) T

® This is OLS variance covariance.

B

B

where



e Between Estimator:

N /
Be = [Z (X%X,-’)

i=1

* Now BB uncorrelated with BAW because

£ AL U all i j;
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!/

1
Var (BB) - <Z X,-%X,.’) {U—T‘ZJ —1—02]
. (Z Xi“'Xi') (Z x-L_le!> -
T T
—1
= (U%-ﬁ-a—f_j) (ZX;L—;_,X’,’> .
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