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Yitzhaki’'s Theorem

Let Y, X be r.v. such that E(|Y|) < oo, E(|X]) < oc.
If E(Y|X) is differentiable, then:

Cov(Y,X) = /OO ‘W CE((X = px)1[X > x])dx

*® IE(Y|X =
:/ W E(X — ux|X > x)P(X > x)dx

/ OE( Y’X =) E(X — juxIX > x)(1 — Fx(x)dx

= /OO W : /XOO(X—MX)fX(X)dX

where px = E(X), Fx(x) = P(x < X) and fx(x) is the density of r.v.
X.
A consequence is:

Var(X) = /oo E(X — ux|X > x)P(X > x)dx

) — A~



Applying Yitzhaki Weights to Standard OLS

Y = 1+ B2X + ¢, such that e 1L X and E(e) =
Cov(X,Y)
Var(X)

What can we get from applying Yitzhaki weights?

= E(Y|X = x) = fox and > =

Cov(X,Y) = / W E(X — px|X > x)P(X > x)dx

Constant Slope
= 32/ E(X — pux|X > x)P(X > x)dx

= W/-E(X — x| X > x)P(X > x)dx

o Var(X) = / E(X — ux|X > x)P(X > x)dx

But this is a result we already know !



What about the non-linear case?

Consider a general case of a non-linear relation between X and Y :

Y = g(X) + €, such that E(e|X) =0
= E(Y[X =x) = g(x)

® The slope is not constant, but given by % =g'(x)
® Question: What is the interpretation of OLS estimator
Cov(X,Y)/Var(X) in terms of the slope g’(x)?

What does OLS Really Evaluates?



What does OLS Really Evaluates?

OLS evaluates a weighted average of the slope W = g'(x)

Cov(X,Y)  [OE(Y|X =x) E(X—pux|X>x)P(X > x)
Var(X) / dx ' Var(X)

Slope

Slope Weights

dx

Positive Weights

® Weights sum to 1:

_ JEX —px|X > x)P(X > x)dx _ Var(X) _
Elwx)) = Var(X) T Var(X) !

® Weights are positive:
w(x) = E(X — pux|X > x)P(X > x)
= w(x) < w(x’) wherever x < x’
im E(w(x)) = E(X — px|X > —00) P(X > —00) = E(X — ux) -1 =0

Thus w(—o0) =0 < w(x) for all x € R



Additional Expressions of Covariance Yatracos (1998)

Cov(Y, X) = /_ Z /_ Z Y(x — ).y (x, y ) dxdy

Cov(Y,X) = /Z /Z (Fxov(x:¥) = Fx(x)Fy () ) dxdy

Cov(Y,X) = /_Z /_Z Cov(1[X > x|, 1[Y > y])dxdy,
where Fy(y) = P(Y <), Fx(x) = P(X < x),

Fx y(x,y) = P(Y <y,X < x) are CDFs and fx y(x,y) is the joint
density of r.v. X, Y.



Expressions for Expectation and Variance

E(Y)= /_::Oy fy (y)dy
E(Y) = /Om P(Y >y)dy—/_io P(Y < y)dy
Var(Y) = / Z (FONa = FODPY <)) - (E(YIY > y) = E(Y]Y <)),
Var(v) =2 [ F = F)- (v~ EVNY <))
v =2 [ [ F0 - R0y
where Fy(y) = P(Y <), Fx(x) = P(X < x),

Fxy(x,y) = P(Y <y,X < x) are CDFs and fx y(x,y) is the joint
density of r.v. X, Y.



