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Motivation: Inequality is increasing

1 Introduction

Wage and earnings inequality have risen sharply in the US and other industrialized economies

over the last four decades.1 Figure 1 depicts some salient aspects of US developments: while the

real wages of workers with a post-graduate degree rose, the real wages of low-education workers

declined significantly. The real earnings of men without a high-school degree are now 15% lower

than they were in 1980.

Figure 1: Cumulative growth of real wages by gender and education (from Autor, 2019)

The most popular explanation for these changes is based on skill-biased technological change

(SBTC).2 According to this framework, the demand for different types of workers comes from

an aggregate production function of the form F (AHH,ALL), where H and L are employment

levels of high-skill and low-skill workers, and AH and AL represent technologies (or equipment)

augmenting these two types of workers. SBTC corresponds to technology becoming more favorable

to high-skill workers (e.g., a greater increase in AH than in AL, provided that F has an elasticity

of substitution greater than one). One of the most powerful pieces of evidence offered in favor of

SBTC in the 1990s was that increases in the demand for skills were pervasive across industries.3

This evidence also motivated the interpretation that industry-level differences in technology played

a limited role in the transformation of US wage structure.

This paper proposes an alternative approach for thinking about wage inequality. We argue

that much of the changes in US wage structure are driven by the automation of tasks previously

performed by certain types of workers in some industries (e.g., numerically-controlled machinery or

industrial robots replacing blue-collar workers in manufacturing or specialized software replacing

clerical workers). Workers who are not displaced from the tasks in which they have a comparative

1See Acemoglu and Autor (2011), Goldin and Katz (2008), and Autor (2019) for overviews.
2The literature has also recognized the role played by changes in labor market institutions (especially declining

minimum wages and unionization) and globalization. See, for example, DiNardo, Fortin and Lemieux (1996).
3More precisely, the within-industry component of skill upgrading was much larger than the between-component,

representing the change in employment in high-skill relative to low-skill industries (see, for example, Bound and
Johnson, 1992; Berman, Bound and Griliches, 1994; Berman, Bound and Machin, 1998).
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Changes in male & female log hourly wages by percentile  
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Figure 9 Source: May/ORG CPS data for earnings years 1973-2009. The data are pooled using three-
year moving averages (i.e. the year 1974 includes data from years 1973, 1974 and 1975). For each
year, the 5th through 95th percentiles of log hourly wages are calculated for all workers, excluding
the self-employed and those employed in military occupations. The log wage change at the median
is normalized to zero in each time interval.

▶ During 1988-2008, Federal minimum wage increases from 3.35 to
5.85

▶ It is not ranked by skill percentile

Acemoglu and Autor (2011)
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Figure 9 ( continued)

changes above the median is nearly parallel, however, for these two time intervals. Thus,
the key difference between the two periods lies in the evolution of the lower-tail, which is
falling steeply in the 1980s and rising disproportionately at lower percentiles thereafter.23

Though the decade of the 2000s is not separately plotted in Fig. 9, it bears note that
the U-shaped growth of hourly wages is most pronounced during the period of 1988
through 1999. For the 1999 through 2007 interval, the May/ORG data show a pattern
of wage growth that is roughly flat across the first seven deciles of the distribution, and
then upwardly sloped in the three highest deciles, though the slope is shallower than in
either of the prior two decades.

These divergent trends in upper-tail, median and lower-tail earnings are of substantial
significance for our discussion, and we consider their causes carefully below. Most notable
is the “polarization” of wage growth—by which we mean the simultaneous growth
of high and low wages relative to the middle—which is not readily interpretable in
the canonical two factor model. This polarization is made more noteworthy by the
fact that the return to skill, measured by the college/high school wage premium, rose
monotonically throughout this period, as did inequality above the median of the wage
distribution. These discrepancies between the monotone rise of skill prices and the non-
monotone evolution of inequality again underscore the potential utility of a richer model
of wage determination.

23 A second important difference between the two periods, visible in earlier figures, is that there is significantly greater
wage growth at virtually all wage percentiles in the 1990s than in the 1980s, reflecting the sharp rise in productivity in
the latter decade. This contrast is not evident in Fig. 9 since the wage change at the median is normalized to zero in
both periods.

▶ Log hourly wages are calculated for all workers,excluding the
self-employed and those employed in military occupations.

▶ The log wage change at median is normalized to zero in each time
interval

Acemoglu and Autor (2011)



Canonical Model

The production function for the aggregate economy as following:

Y = ((ALL)
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σ )
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Therefore, the wage for high and low skill workers can be expressed
as:
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The changes in the demand for skills can be expressed as:

d ln(
wH

wL
) = − 1

σ
d ln(

H

L
) +

σ − 1

σ
d ln(

AH

AL
)

where wH/wL is the skill premium, H/L is the relative supply of
skills, σ is the elasticity of substitution between skilled and
unskilled workers, AH and AL are factor-augmenting technologies
for skill and unskill workers, respectively.



Canonical Model
▶ In Katz and Murphy’s seminal paper σ is estimated to be

around 1.4
▶ With combining with steady growth path for AH/AL, this

model accounts for the time series of the college premium in
the US fairly successfully1110 Daron Acemoglu and David Autor

Katz-Murphy prediction model for the college-high school wage gap
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Figure 19 Source:March CPS data for earnings years 1963-2008. Logweeklywages for full-time, full-
year workers are regressed separately by sex in each year on four education dummies (high school
dropout, some college, college graduate, greater than college), a quartic in experience, interactions of
the education dummies and experience quartic, and two race categories (black, non-white other). The
composition-adjusted mean log wage is the predicted log wage evaluated for whites at the relevant
experience level (5, 15, 25, 35, 45 years) and relevant education level (high school dropout, high school
graduate, some college, college graduate, greater than college). The mean log wage for college and
high school is the weighted average of the relevant composition adjusted cells using a fixed set of
weights equal to the average employment share of each sex by experience group. The ratio of mean
log wages for college and high school graduates for each year is plotted. See the Data Appendix for
more details on the treatment ofMarchCPSdata. TheKatz-Murphypredictedwagegap series contains
the predicted values froma regression of the college/high school wage gap on time trend term and log
labor supply, asmeasured in efficiency units described in the note to Fig. 2, for years 1963-1987.

for younger workers (those with 0-9 years of potential experience) and older workers
(those with 20-29 years of potential experience). Figure 21 shows that the rapid rise in
the college/high school gap during the 1980s was concentrated among less experienced
workers. Conversely, from the mid-1990s forward, the rise in the college/high school
premium was greater among experienced workers.

These facts may better accord with a simple extension to the canonical model. To
the extent that workers with similar education but different ages or experience levels
are imperfect substitutes in production, one would expect age-group or cohort-specific
relative skill supplies—as well as aggregate relative skill supplies—to affect the evolution
of the college/high school premium by age or experience, as emphasized by Card and
Lemieux (2001b). Consistent with this view, Fig. 3 (presented in Section 2) shows a
rapid deceleration in relative college supply among younger workers in the mid to late
1970s, several years after the end of the Vietnam war reduced male college enrollment.



Automation and New Tasks
▶ The canonical model cannot help understand the occupational

trends in the labor market: the disappearance of middle-skill
occupations (production and clerical jobs)

Job Polarization

Figure: Smoothed Changes in Employment 1980-2005

Autor and Dorn (2013) AER
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The need of Task Approach

▶ We want to examine demand vs. supply side effects on labor
market outcomes (e.g. employment rate and wages)

▶ There are two aspects of production:
▶ which factors are used as inputs (e.g., capital, different types

of skills)
▶ what services these factors provide (e.g. task). Task is

occupation.
▶ Therefore, the problem comes to whether we should write

production function in terms of tasks or skills. If
tasks=f(skills), it is just an issue of representation.

▶ The canonical production function does not distinct these two
aspects.

▶ Task approach is helpful to analyze the composition change of
employment and the analysis of “polarization” in the earning
distributions



Definition

▶ A task: a unit of work activity (i.e., a bundle of skills) that
produces output

▶ A skill: a worker’s stock of capability for performing different
tasks (e.g., Heckman and Sedlacek (1985))

Comparative advantage in production:

▶ the factor (may a bundle of skills) with the lowest economic
cost of performing a task is assigned that task

▶ the economic cost reflects both technological capability and
its opportunity cost



Task Measurement



Task Measurement

There are three approaches to measure task in current literature.

▶ Using occupations as proxies for job tasks

▶ DOT (O*NET) type

▶ IAB/BIBB labor force data

Using occupations as proxies for job tasks

▶ Usually there are hundreds of distinct occupations. To make
this problem manageable, it is necessary to reduce the
dimensions.

▶ Aggregate many detailed occupations into a few broad
categories, e.g., professional, technical, managerial, clerical,
production, service, etc

▶ Limitation: It ignores the similarities in task content cross
occupational boundaries. For example, truck drivers and food
service workers serve intensively non-routine manual tasks



Task Measurement: DOT

Dictionary of Occupational Titles (DOT)

▶ First published in 1938, and last updated in 1991. It contains
44 objective and subjective content scales.

For example: Job Title: Faculty member, college or university
(education)

▶ GOE: 11.02.01 STRENGTH: L GED: R6 M5 L5 SVP:8 DLU:81

▶ GOE means Guide for Occupational Exploration (GOE) with twelve
interest areas. In the example, 11.02 means Learning-Influencing
(Educational and Library)

▶ Strength is a physical demanding measure with five levels:
Sedentary, Light, Medium, Heavy, and Very Heavy

▶ Date of Last Update (DLU)



Task Measurement: DOT
▶ General Educational Development (GED): including three divisions:

Reasoning Development, Mathematical Development, and Language
Development (Level 1-6), which is not GED test.

▶ Usually researchers calculate the mean of GED at three digit level
occupations or give the percentile across occupations



Task Measurement: DOT

▶ Specific Vocational Preparation (SVP): Job Analysts evaluate
how long to prepare skills to perform the tasks



Task Measurement: DOT

There are 11 Aptitudes.

▶ G (General Learning Ability); V (Verbal); N (Numerical); S
(Spatial); P (Form Perception); Q (Clerical Perception); K (Motor
Coordination); F (Finger Dexterity); M (Manual Dexterity); E
(Eye-Hand-Foot Coordination), and C (Color Discrimination)

▶ Rated on a 1-5 scale

▶ 1 (Extremely High)= top 10% of work population
▶ 2 (High)= highest 1/3, exclusive of top 10%
▶ 3 (Medium)= middle 1/3
▶ 4 (Lower)= lowest 1/3, exclusive of bottom 10%
▶ 5 (Markedly Low)= lowest 10% of work population

Note: scaled by job analysts, supposed to be independent of jobs



Task Measurement: O*NET

Occupational Information Network (O*NET):

▶ It is the successor for DOT, which starts since 1998.

▶ It maps highly specific DOT job codes (over 12,000) to
O*NET occupational units(1,102)

▶ Data for O*NET was collected mostly through self-report by
incumbent workers.

▶ Advantage: O*NET contained around 400 separate rating
scales

▶ Some Concern: One potential problem is that researcher
would “freely” choose among the available rating scale.



Task Measurement: O*NET
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Task Measurement: O*NET



Task Measurement: O*NET

Team Assemblers



Task Measurement: O*NET

▶ Since there are 400 measures, current most researchers just
choose some related measures to evaluate occupation skills.

▶ In terms of how to measure occupation skills, they either use
the principle component method to uncover the skills or just
calculate average scores for each occupation

▶ Then, we give an example of constructing occupation skills by
Deming (2017)



Construct Task Measures: Deming (2017)

Routine Task

▶ how automated is the job

▶ how important is repeating the same activities to perform this
job

Nonroutine Analytical Task

▶ the extent to which an occupation requires mathematical
reasoning

▶ whether the occupation requires using mathematics to solve
problems

▶ whether the occupation requires knowledge of mathematics

Social Skill Task

▶ coordination, negotiation, persuasion, and social
perceptiveness



Construct Task Measures: Deming (2017)

Deming uses the first version of O*NET (1998), which is slightly
different from what we show previously. In that version all task
skills are measured on an ordinal ”level”:

▶ ranges from 1 (low) to 7 (high).

▶ 1 (“minimally important”) to 5 (“extremely important”)

Calculating the measures

▶ He rescales all variables between 0 and 10, and then calculates
average scores by each occupation

▶ Then he transfers all O*NET variables into percentiles of
average scores, weighted by the 1980 labor supply distribution



Task Measurement: IAB/BIBB Labor force data

▶ Employment Surveys on Qualification and Working Conditions

▶ Collected in 1979,1985/86, 1991/92, 1998/99, 2005/06

▶ Detailed self-reported data on workers’ primary activities at
their jobs

▶ Collect job task information directly



Findings from Literature

Worker Tasks in the U.S. Economy

innate abilities like dexterity, sightedness, and language recognition, and perhaps a modest

amount of training.

A key contribution of the ALM paper was to document changes in labor input in these five

task categories—routine cognitive, routine manual, nonroutine cognitive analytic, nonroutine

cognitive interpersonal, and nonroutine manual, over nearly a five decade span from 1960 -

1998. Figure 1 of their paper, reproduced immediately below, found three patterns consistent

with ALM’s reasoning: 1) labor input of routine cognitive and manual tasks, which had been

rising in the 1960s and 1970s, went into sharp decline from the 1980s forward, consistent

with growing substitution of computer capital for routine tasks; 2) labor input of nonroutine

cognitive analytic and interpersonal tasks grew rapidly from 1980 forward, with some evidence

of acceleration prior to earlier decade, consistent with a potential complementarity between

computerization and demand for abstract tasks; and 3) the long-standing secular decline in

nonroutine manual tasks, evident from at least 1960 forward, decelerated after 1990, consistent

with the possibility that computerization was displacing labor from routine into manual task-

intensive work.
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Worker Tasks in the U.S. Economy, 1960 − 1998:

Figure 1. Autor, Levy and Murnane (2003) Figure I

While the ALM analysis has proved influential for both economic research and policy

discussion, the trends that ALM identified using data current through 1998 have not been

3

(a) ALM (2003)

2000/1998
1960 1970 1980 1990 Update/ALM 2006 2009

A.  Non-‐‑Routine  Analytical
Update 50.0 51.5 57.5 60.8 64.2 63.3 63.9
ALM 50.0 51.9 53.2 56.2 58.7

G.  Non-‐‑Routine  Interpersonal
Update 50.0 49.9 57.9 62.4 66.4 66.1 66.7
ALM 50.0 50.7 53.3 58.6 62.2

C.  Routine  Cognitive
Update 50.0 53.2 51.2 46.9 42.6 41.0 39.5
ALM 50.0 53.1 51.8 48.3 44.4

D.  Routine  Manual
Update 50.0 55.3 54.9 52.6 47.6 46.0 45.2
ALM 50.0 53.5 53.8 52.3 49.2

E.  Non-‐‑Routine  Manual
Update 50.0 47.0 45.2 43.0 42.5 43.8 43.1
ALM 50.0 46.2 44.4 41.8 41.3

Table  1.  Trends  in  Task  Input  in  the  U.S.  Economy,  1960  -‐‑  2009
Updated  Values  1960  -‐‑  2009,  and  Comparison    with  ALM  2003  for  1960-‐‑1998

Notes:  In  the  column  marked  "ʺ1998/2000,"ʺ  ALM  use  1998  values,  and  the  Update  reports  2000  values.
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Worker Tasks in the U.S. Economy, 1960 − 2009:

Figure 2. Replication and Extension of ALM Figure 1: 1960 - 2009

Of three major trends originally identified by ALM, the extended data series strongly

confirms two of them, and offers surprising evidence on a third. The first trend that is strongly

5

(b) Autor and Price (2013)

Figure: Worker Tasks in the U.S. Economy 1960-2009



The Trend of DOT Task Mean

2000/1998
1960 1970 1980 1990 Update/ALM 2006 2009

A.  Non-‐‑Routine  Analytical
Update 50.0 51.5 57.5 60.8 64.2 63.3 63.9
ALM 50.0 51.9 53.2 56.2 58.7

G.  Non-‐‑Routine  Interpersonal
Update 50.0 49.9 57.9 62.4 66.4 66.1 66.7
ALM 50.0 50.7 53.3 58.6 62.2

C.  Routine  Cognitive
Update 50.0 53.2 51.2 46.9 42.6 41.0 39.5
ALM 50.0 53.1 51.8 48.3 44.4

D.  Routine  Manual
Update 50.0 55.3 54.9 52.6 47.6 46.0 45.2
ALM 50.0 53.5 53.8 52.3 49.2

E.  Non-‐‑Routine  Manual
Update 50.0 47.0 45.2 43.0 42.5 43.8 43.1
ALM 50.0 46.2 44.4 41.8 41.3

Table  1.  Trends  in  Task  Input  in  the  U.S.  Economy,  1960  -‐‑  2009
Updated  Values  1960  -‐‑  2009,  and  Comparison    with  ALM  2003  for  1960-‐‑1998

Notes:  In  the  column  marked  "ʺ1998/2000,"ʺ  ALM  use  1998  values,  and  the  Update  reports  2000  values.
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confirms two of them, and offers surprising evidence on a third. The first trend that is strongly
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▶ Subsequent points depict the employment weighted mean of each assigned
percentile over each decade

Note: Autor and Price claim that the numbers are different since they use census
population data in later version. The occupation codes are slightly different.



Employment

Figure: Smoothed Changes in Employment 1980-2005

▶ Including both male and female

Autor and Dorn (2013) AER



Wage

Figure: Smoothed Changes in Employment 1980-2005

▶ Including both male and female

Autor and Dorn (2013) AER



Wage

between the 70th and 80th percentile (see figure 1)5. In contrast, occupations in the middle

10 to 15 percent of the wage distribution had the lowest average wage growth. Evidence

of polarization has been documented extensively in US data, and similar evidence has been

found in data for industrialized countries including the UK, Germany, and Australia.

Figure 1: Mean 1980-2005 Wage and Employment Growth by 1980 Wage Level
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Notes: Data taken from the 1980 5% Sample of the US Census and the 2005 American Community Survey (ACS). Hourly
wages constructed from total wage and salary data (adjusted using PCE deflator), number of weeks worked per year, and usual
number of hours worked per year. Data is defined on the 3-digit occupation level.

A popular theory of these changes, commonly associated with the analysis in Autor

et al. (2003), is that middle-wage occupations are intensive in routine tasks, leading them to

decline in employment shares and relative wages in the face of automation. An implication is

that occupations that cannot be easily automated are predicted to perform relatively well. In

support, Autor and Dorn (2013) highlight the rise in low-skill services for explaining relatively

large wage growth amongst occupations with relatively low wages in 1980. Consisent with

this hypothesis we find that low-skill service occupations had wage growth of 21 percent

from 1980-2015, compared to 11 percent growth amongst Craft & Repair occupations and 9

percent seen by Fabricators & Laborers over the same period.

One difficulty with this hypothesis is that middle-wage occupations are heterogeneous.

One might reasonably ask whether Truck Drivers and Auto Body Repairers, both middle

wage occupations in 1980, are necessarily subject to the same aggregate forces on wages

given the different skill sets they require. Figure 2 plots the change in wages and the change

5We follow Autor and Dorn (2013) and take the sample of noninstitutionalized males in non-farm em-
ployment in the US mainland in the 1980 5% Sample of the US Census and the 2005 American Community
Survey (ACS). Hourly wages constructed from total wage and salary data (adjusted using PCE deflator),
number of weeks worked per year, and usual number of hours worked per year. All the analysis that follows
is robust to the inclusion of females in the sample, see Caines et al. (2017).

2

Note: Authors mention that they use similar definition as that in Autor
and Dorn (2013).
Colin, Hoffmann, and Kambourov (2017)



Wage

1 Introduction

A recent literature on wage and earnings inequality emphasizes the role of occupations for un-

derstanding trends in the aggregate wage- and employment structure. A common motivation for

this emphasis is the well-established finding that skill-biased technological change (SBTC) cannot

account for important changes in the relationship between skills and labor market outcomes. Par-

ticularly noteworthy is recent evidence that occupations which formerly offered middle-class and

middle-skill jobs have lost ground in terms of wage and employment relative to both low- and high

wage jobs. A popular explanation for this finding, quickly replacing the SBTC hypothesis as the

primary theoretical economic framework for studying trends in wage inequality, is routine-biased

technological change (RBTC). According to this view occupations are defined by bundles of tasks,

and middle-skill occupations have been under pressure of automatization over the last few decades

because they are intensive in routine tasks. This view can be justified theoretically from what

Autor and Acemoglu (2011) call Ricardian models of the labor market in which it is the compara-

tive advantage of workers in non-routine jobs that determines their labor market outcomes rather

than a unidimensional measure of skills, such as education. For routine jobs to lose relative to

former low-wage jobs one needs to assume a skill structure that segments labor markets according

to whether workers can be replaced by machines or not.

Figure 1: Distribution of Hourly Wage Growth for Routine and Non-Routine Occupations
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Notes: Data taken from the 1980 5% Sample of the US Census and the 2005 American Community Survey (ACS). Hourly
wages constructed from total wage and salary data (adjusted using PCE deflator), number of weeks worked per year, and usual
number of hours worked per year. Data is defined on the 3-digit occupation level. Routine occupations defined as in Autor and
Dorn (2013), all other occupations defined as non-routine.

The view that routine task intensity of occupations is the central predictor of wage and em-

ployment growth is not uncontroversial however. For example, Katz (2014) highlights the growing

importance of artisanal work that combines creativity with crafting skills to customize and re-

fine consumption goods. Indeed, many crafts occupations that are commonly classified as manual

2

▶ Both routine and non-routine occupations feature a significant
share of low- and high wage growth occupations

Colin, Hoffmann, and Kambourov (2017) RED



Explanations



How to explain the change of employment and wages?

Now we provide competing stories Autor and Dorn (2013), Colin,
Hoffmann, and Kambourov (2017) and Acemoglu and Restrepo
(2018, 2019, 2020)

Figure: Observed and Counterfactural Changes in Employment 1980-2005

Autor and Dorn (2013) AER



RBTC-Autor and Dorn (2013)

Figure: Change in Aggregate Employment Share 1970-2005

▶ Here all occupations mean that the occupations that
comprised the lowest skill quintile of employment in 1980.

Autor and Dorn (2013) AER



RBTC-Autor and Dorn (2013)

▶ Autor’s sequence of papers propose the answer is that
routine-biased technological change (RBTC) can explain
middle-skill occupations have been under pressure of
automatization.

Since in their model, workers supply either routine,abstract or
manual tasks. Therefore they construct

Routine Task Intensityo = ln(Routineo)−ln(Manualo)−ln(Abstracto)

Then, they calculate routine employment share (RSHjt) for each
commuting zones:

RSHjt =
( K∑

k=1

Ljkt × 1[RTIk > RTI 66]
)( K∑

k=1

Ljkt)
−1

where Ljkt is the employment in occupation k in commuting zone j
at time t



RBTC-Autor and Dorn (2013)

Figure: Computer Adoption and Task within Commuting Zones
1980-2005

1576 THE AMERICAN ECONOMIC REVIEW AUGUST 2013

Estimates of this model in panel A of Table 3 confirm that the RSH variable is 
highly predictive of computer adoption. The implied difference in computer adop-
tion between the 80th and 20th percentile commuting zone is economically large, 
equal in magnitude to approximately one full standard deviation of the computer 
adoption measure in each decade.35

Panel B of Table 3 confirms that commuting zones with initially higher routine 
task specialization saw larger subsequent declines in routine-intensive occupations. 
Specifically, we regress changes in commuting zones’ share of routine employment 
on their initial routine intensity, applying a stacked-first difference variant of equa-
tion (18) that pools three sets of changes: 1980–1990, 1990–2000, and 2000–2005. 
The model in column 1 suggests that a commuting zone at the 80th percentile of 
1980 RSH experienced a 1.8 percentage points larger contraction of the routine 
occupation share per decade between 1980 and 2005 than did a 20th percentile 
commuting zone. Consistent with the conceptual underpinnings of the model, col-
umns 2 and 3 find that the decline in routine employment is substantially larger for 

35 Following Beaudry, Doms, and Lewis (2010), we also estimated augmented models that control for the start-
of-decade skilled labor supply in each CZ, measured as the log ratio of college to noncollege population. Consistent 
with their results, relative skill supply is a significant predictor of subsequent computer adoption, but the point 
estimate for the routine-share variable is only minimally affected by the addition of this measure. Results are avail-
able from the authors.

Table 3—Computer Adoption and Task Specialization  
within Commuting Zones, 1980–2005 

(Dependent variables: 10 × annual change in adjusted PCs per employee,  
10 × annual change in employment share of routine occupations)

(1) (2) (3)

Panel A. ∆ Adjusted PCs per employee, 1980–2000

1980–1990 1990–2000 1980–2000

Share of routine occ s −1  0.695*** 0.490*** 0.619***
(0.061) (0.076) (0.044)

R2 0.577 0.332 0.385

Panel B. ∆ Share routine occupations, 1980–2005

All workers College Noncollege

Share of routine occ s −1  −0.254*** −0.153*** −0.295***
(0.023) (0.024) (0.018)

R2 0.433 0.206 0.429

Notes: N = 675, N = 660, and N = 1,335 in the three columns of panel A, and N = 2,166 
(3 time periods × 722 commuting zones) in panel B. Adjusted number of PCs per employee 
is based on firm-level data on PC use which is purged of industry-establishment size fixed 
effects (Doms and Lewis 2006). The PC variable is unavailable for a small number of com-
muting zones that account for less than 1 percent of total US population. All models include an 
intercept, state dummies, and in multi-period models, time dummies. Robust standard errors 
in parentheses are clustered on state. Models are weighted by start of period commuting zone 
share of national population.

*** Significant at the 1 percent level.
 ** Significant at the 5 percent level.
  * Significant at the 10 percent level.

▶ Panel A: share of routine employment is highly predictive of
computer adoption.

▶ Panel B: commuting zones with higher routine task saw
declines in routine intensive occupations

▶ Commuting zones: groups of counties with strong commuting
ties (fraction of commuters across counties)

Autor and Dorn (2013) AER
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Column 4 considers two measures of local labor demand conditions: the unem-
ployment rate and the share of employment in manufacturing. Service employment 
grows less rapidly in areas with higher unemployment and a larger manufacturing 
employment share.

Column 5 considers a pair of potential demand shifters: the elderly share of pop-
ulation and the female labor force participation rate. Since the elderly have high 
demand for specific services such as home health assistance, a greater share of 
senior citizens in the population may raise service employment. Likewise, many 
services, such as restaurant meals or housekeeping, serve as substitutes for house-
hold production. Hence, higher female labor force participation might be expected 
to raise demand for these services (Manning 2004; Mazzolari and Ragusa 2013). 
Surprisingly, neither of these predictions is born out by the data. Service employment 

Table 5—Routine Employment Share and Growth of Service Employment  
within Commuting Zones, 1980–2005: Stacked First Differences, OLS and 2SLS Estimates 
(Dependent variable: 10 × annual change in share of noncollege employment in service occupations)

(1) (2) (3) (4) (5) (6) (7)

Panel A. OLS estimates: covariates specified in lagged levels

Share of routine 0.105*** 0.066* 0.066** 0.110*** 0.110** 0.069* 0.111***
 occs−1 (0.032) (0.036) (0.029)  (0.031)  (0.049) (0.035) (0.034)
College/noncollege 0.012*** 0.011**
 pop−1 (0.004) (0.005)
Immigr/noncollege 0.042** 0.025**
 pop−1 (0.017) (0.011)
Manufact/empl−1 −0.056*** −0.036***

(0.015) (0.011)
Unemployment rate−1 −0.067 −0.313***

(0.069) (0.068)
Female empl/pop−1 −0.044 −0.200***

(0.039) (0.037)
Age 65+/pop−1 −0.114*** −0.061***

(0.035) (0.020)
Share workers with −0.134*** −0.197***
 waget < min waget+1 (0.020) (0.029)
R2 0.179 0.189 0.196 0.195 0.191 0.196 0.233

Panel B. 2SLS estimates: covariates specified in lagged levels

Share of routine occs−1 0.192*** 0.118*** 0.148*** 0.162*** 0.218*** 0.174*** 0.149***
(0.035) (0.046) (0.044) (0.031) (0.054) (0.035) (0.056)

R2 0.169 0.186 0.189 0.192 0.182 0.182 0.264

Panel C. 2SLS estimates: covariates specified in ten year changes

Share of routine occs−1 0.192*** 0.173*** 0.152*** 0.170*** 0.180*** 0.174*** 0.112**
(0.035) (0.043) (0.032) (0.035) (0.035) (0.035) (0.044)

R2 0.169 0.174 0.188 0.232 0.186 0.182 0.265

Notes: N = 2,166 (3 time periods × 722 commuting zones). All models include an intercept, time dummies, 
and state dummies. In panels B and C, share of routine occupations is instrumented by interactions between the 
1950 industry mix instrument and time dummies; see text for details. Covariates in panels A and B are identical. 
Covariates in columns 2–5 and 7 of panel C are equal to contemporaneous decadal change in the covariates used in 
panels A and B. Robust standard errors in parentheses are clustered on state. Models are weighted by start of period 
commuting zone share of national population.

*** Significant at the 1 percent level.
 ** Significant at the 5 percent level.
  * Significant at the 10 percent level.

Autor and Dorn (2013) AER
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demonstrate that noncollege employment differentially contracted in all of these 
occupational categories in routine-intensive commuting zones between 1980 and 
2005. The employment share declines were particularly pronounced in produc-
tive and operator occupations among males, and in clerical and sales occupations 
among females.

We next consider whether there were differential wage changes among noncollege 
workers in routine-intensive labor markets. We pool microdata on the log hourly 
wages of noncollege workers from the 1980 Census and the 2005 American 
Community Survey to estimate a set of 2SLS wage equations of the following form:

(23)  ln  w ijskt  =  γ  jk  +  λ k   { RS H j, 1980  × 1  [ t = 2005 ]  }  +  X  i  ′   β t  +  δ kt  +  ϕ st  +  e ijkt  ,

Table 7—Routine Employment Share and Change in Occupational Employment Shares and Wage Levels  
within Commuting Zones, 1980–2005: 2SLS and Reduced Form OLS Estimates 

(Dependent variable: 10 × annual change in share of noncollege employment by occupation; log real hourly wage)

I. Occupations with  
low routine content

II. Occupations with  
high routine content

Service 
occs

Transport, 
construct, 

mechanics, 
mining, 

farm

Managers, 
prof, tech, 
finance, 
public 
safety

Administrative 
support, 

retail 
sales

Precision 
production, 

craft 
workers

Machine 
operators, 
assemblers

(1) (2) (3) (4) (5) (6)

Panel A. Change in share of noncollege employment

(i) All Share of routine occs−1 0.192*** 0.248*** 0.028 −0.277*** −0.085*** −0.107**
(0.035) (0.037) (0.029) (0.038) (0.017) (0.044)

(ii) Males Share of routine occs−1 0.210*** 0.246*** −0.043 −0.055* −0.145*** −0.213***
(0.027) (0.046) (0.036) (0.030) (0.026) (0.046)

(iii) Females Share of routine occs−1 0.253*** 0.002 0.117*** −0.431*** −0.028** 0.087
(0.073) (0.045) (0.030) (0.062) (0.012) (0.055)

Panel B. log hourly wages of noncollege workers

(i) All Share of routine occs80 × 2005 0.381*** 0.023 0.433*** 0.337*** −0.078 −0.388***
(0.091) (0.099) (0.113) (0.082) (0.109) (0.085)

(ii) Males Share of routine occs80 × 2005 0.346*** 0.015 0.287* 0.187* −0.075 −0.374***
(0.132) (0.097) (0.149) (0.097) (0.140) (0.106)

(iii) Females Share of routine occs80 × 2005 0.328*** 0.310* 0.618*** 0.468*** −0.223 −0.415***
(0.095) (0.183) (0.116) (0.092) (0.139) (0.105)

Notes: Panel A: Each coefficient is based on a separate 2SLS regression with N = 2,166 (3 time periods × 722 commuting zones). 
Models include an intercept, state dummies, and time dummies, and are weighted by start of period commuting zone share of 
national population. The routine occupation share is instrumented by interactions between the 1950 industry mix measure interacted 
with time dummies. Robust standard errors in parentheses are clustered on state. Panel B: Each row presents coefficients from one 
pooled OLS reduced form regression with N = 5,363,963/2,844,441/2,519,522 in rows i/ii/iii. Observations are drawn from the 
1980 Census and 2005 ACS, and exclude self-employed and farm workers. The instrument (share of routine occupations predicted 
by industry structure in 1950) is interacted with a dummy for the observations of year 2005. All models include an intercept, com-
muting zone-occupation group fixed effects, time trends for occupation groups and states, an interaction between the time dummy 
and the share of workers in an occupation group whose 1980 wage was below the federal or state minimum wage of 2005, nine dum-
mies for education levels, a quartic in potential experience, dummies for married, nonwhite, and foreign-born, and interactions of 
all individual level controls with the time dummy. Pooled sex models also include a female dummy and its interaction with the time 
dummy. Hourly wages are defined as yearly wage and salary income divided by the product of weeks worked times usual weekly 
hours. Robust standard errors in parentheses are clustered on commuting zones. Observations are weighted by each worker’s share 
in total labor supply in a given year.

*** Significant at the 1 percent level.
 ** Significant at the 5 percent level.
  * Significant at the 10 percent level.

Autor and Dorn (2013) AER



Complex-Task Biased Technological Change vs. RBTC

Caines, Hoffmann, and Kambourov (2017)

▶ They compare their “Complex-Task Biased Technological
Change” to “Routine Biased Technological Change”

▶ Use O*NET descriptors to measure a task complexity score
▶ They choose 35 O*NET descriptors e.g., Abilities, Skills,

Generalized Work Activities
▶ Using factor model (principal components analysis), to

generate a single measure of task complexity

Co = γXo

γ = argmin
∑

o

(Xo − Coγ
′)

▶ They use relative employment shares of each occupation as
weights



“COMPLEX-TASK BIASED TECHNOLOGICAL CHANGE
AND THE LABOR MARKET”

COLIN CAINES, FLORIAN HOFFMANN, AND GUEORGUI KAMBOUROV

ONLINE APPENDICES: NOT FOR PUBLICATION

D Complexity Percentiles of Occupations

Occupation List and Complexity Percentile

Occupation Complexity Index, Weighted Complexity Index, Raw

Vehicle washers and equipment cleaners .0016101 0

Clothing pressing machine operators .0019852 .0474957

Food preparation workers .0022551 .058032

Janitors .0249187 .0918971

Shoemakers, other prec. apparel and fabric workers .0252782 .0925525

Housekeepers, maids, butlers, and cleaners .02768 .1111131

Crossing guards .027743 .1378214

Butchers and meat cutters .032228 .1428061

Washing, cleaning, and pickling machine operators .0323416 .1434333

Knitters, loopers, and toppers textile operatives .0328108 .1472788

Laundry and dry cleaning workers .0338383 .1492647

Sales demonstrators, promoters, and models .033879 .156003

Waiters and waitresses .0361711 .1564893

Ushers .0362983 .1573397

Packers and packagers by hand .0393966 .158118

Molders and casting machine operators .0412176 .1644148

Paperhangers .0414369 .1648163

Textile sewing machine operators .0422301 .1682662

Miscellanious food preparation and service workers .0467314 .1775591

Garbage and recyclable material collectors .0478686 .1876843

Mail carriers for postal service .0521171 .197245

Metal platers .0528155 .1987244

Mail and paper handlers .0528622 .1993897

Production helpers .0543581 .2025392

Parking lot attendants .0547438 .2062236

I

Note: since they do not provide weights but provide the
comparison of weighted index and raw index.
Caines, Hoffmann, and Kambourov (2017) RED



C-T BTC: Complexity index

sively studied by the literature. This has typically denoted the extent to which an occupation is

automatable or codifiable. The seminal study of the substitutability between processing technol-

ogy and routine-intensive labor inputs is Autor et al. (2003) (ALM). Their approach of measuring

routineness from the DOT has been widely replicated. More recent studies by Autor et al. (2006)

(AKK) and Autor and Dorn (2013) (AD) have classified the routineness of occupations from three

dimensions that they measured in the DOT: abstract task intensity, manual task intensity, and

routine task intensity.

Table 2: Comparison of Complexity and Routinization

Routinizable Occupations with High Complex Content

Occupation Routine Index Complexity Index

Title Percentile Percentile

Financial Managers 82.832 96.107

Real Estate Sales Occupations 87.421 66.059

Accountants & Auditors 95.505 80.246

Insurance Underwriters 95.978 66.272

Statistical Clerks 93.664 93.187

Clinical Laboratory Technologist & Technicians 74.926 72.267

Other Financial Specialists 77.206 75.284

Non-Routinizable Occupations with Low Complex Content

Occupation Routine Index Complexity Index

Title Percentile Percentile

Waiters & Waitresses 12.041 3.624

Baggage Porters, Bellhops and Concierges 9.360 27.510

Recreation Facility Attendants 27.039 12.234

Taxi Cab Drivers & Chauffeurs 5.055 28.072

Personal Service Occupations 26.628 30.089

Door-to-door Sales, Street Sales, and News Vendors 26.858 6.423

Bus Drivers 3.777 12.119

Notes: The table reports values of the routine and complexity indices for a selection of occupations. The index values
are converted to percentiles of the occupaton-level distribution. See sections 2.2 and 2.3 for construction of routine
index and complexity index.

9

▶ They follow Autor and Dorn (2013) methods to calculate
Routine Index Percentile

▶ Correlation (Routine Index percentile, Complexity Index
Percentile)=-0.3158

Caines, Hoffmann, and Kambourov (2017) RED
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C-T BTC: Employment change- Group Level

F Tables and Figures

Table F.1: Group-Level Employment Growth Regression

Dependent Variable: Change in Employment Share 1980-2005

Independent

Variable (i) (ii) (iii)

Complexity Index 0.0000314*** 0.0000226** 0.0000245**

(3.07) (2.30) (2.38)

Routine Index -0.0000247* -0.0000252**

(-1.94) (-1.98)

Order of Wage Poly. 0 0 3

N = 15177

Notes: The table reports results when occupation-level data is disaggregated to
occupation × gender × education × race × age cells (see section 3.2 for
discussion). Regressions include gender × education × race × age fixed effects.
Sandard errors clustered at the occupation level. t-statistics are in parentheses.
Significance levels are: ∗∗∗ 1% , ∗∗ 5%, ∗ 10%.

XIV

▶ To show results are robust, they examine at both group and
occupation levels

▶ Group: education, age, and race categories cells.

Caines, Hoffmann, and Kambourov (2017) RED



C-T BTC: Employment change- Occupation Level

Table 7: Occupation-Level Employment Growth Regression with Occupational Demographic Means

Dependent Variable: Change in Employment Share 1980-2005

Complexity Variable: Complexity Variable:

Independent Complexity Index Complex Indicator†

Variable (i) (ii) (iii) (iv) (v)

Complexity Variable 0.00162 0.00135 0.00154 0.00000125 0.000875

(1.44) (1.19) (1.34) (0.00) (1.55)

Routine Index -0.000871 -0.000821 -0.000961 -0.000783

(-1.44) (-1.34) (-1.57) (-1.27)

Female Share 0.000156 0.000411 0.000212 0.000137 0.0000835

(0.20) (0.52) (0.26) (0.17) (0.10)

College Share 0.000812 0.000424 0.000567 0.00136 0.000288

(0.58) (0.30) (0.36) (0.89) (0.18)

High School Share -0.00116 -0.000892 -0.000145 0.000481 0.000774

(-0.50) (-0.39) (-0.06) (0.20) (0.33)

Non-white Share -0.000444 -0.000567 -0.000905 -0.000621 -0.00105

(-0.11) (-0.15) (-0.23) (-0.16) (-0.27)

Married Share -0.00479 -0.00378 -0.00191 -0.000958 -0.00168

(-1.00) (-0.78) (-0.37) (-0.19) (-0.33)

Mean Age -0.000000690 -0.00000456 -0.00000540 -0.00000991 -0.00000456

(-0.01) (-0.06) (-0.07) (-0.13) (-0.06)

Mean # Children 0.000758 0.000322 0.0000551 0.00000686 -0.0000603

(0.36) (0.15) (0.03) (0.00) (-0.03)

Order of Wage Poly. 0 0 3 3 3

N = 315

†Complex occupations are defined as those above the 50th percentile (column (iv)) or above the 66th percentile (column (v))
of the complexity index.
Notes: Demographic variables are occupation-level means of the share of workers in an occupation with a college/high-school
degree, the share of workers in an occupation who are non-white, the share of workers in an occupation who are married, the
share of female workers in an occupation, the mean age of workers in an occupation, and the mean number of children of
workers in an occupation. t-statistics are in parentheses. Significance levels are: ∗∗∗ 1% , ∗∗ 5%, ∗ 10%.

17
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Table 4: Individual-Level Wage Regression, 1980 and 2005

Dependent Variable: Log Wages

Independent 1980 2005
Variable

Complexity Index 0.351*** 0.711***

(7.12) (14.12)

Routine Index -0.0128 0.0172

(-0.29) (0.33)

N 3987067 949585

Notes: The regressions include fixed effects for age (4 categories: 16-28, 29-40, 41-52, 53-64),
education level (less than high school, high school, some college, college), and race (white,
nonwhite). Standard errors clustered at occupation level. t-statistics are in parentheses.
∗ p < 0.1 ; ∗∗ p < 0.05 ; ∗∗∗ p < 0.01.

3.2 Task Content of Occupations, Wage Growth, and Employment Growth

Table 6 shows results from baseline regressions of 1980-2005 wage growth on occupational task

content. The independent variables in the first panel are the occupation task complexity index

and the Autor and Dorn (2013) routine task intensity index (both converted to percentiles and

normalized to lie between zero and one), a third-degree polynomial in the 1980 wage level, and the

same set of occupation-level demographic means included in Table 5. Complexity has a positive

and highly significant relationship with wage growth. This effect is robust to the inclusion of the

1980 wage level and the routineness index as control variables. Average wage growth between

1980 and 2005 in the most complex occupations is 30-35 percentage points higher than in the least

complex occupations. It is notable that complexity has a significant relationship with wage growth

even though the regressions include controls for the share of workers in an occupation with a college

degree. The second panel of Table 6, corresponding to columns (iv) and (v), replaces the complexity

index with an indicator variable for complexity. Since the cutoff value of our complexity index that

separates complex occupations from “simple” occupations is rather arbitrary, we show results from

using the 50th percentile in column (iv) and the 66th percentile in column (v).16 Wage growth

in complex occupations is 7-14 percentage points higher than in simple occupations under the two

16The findings are robust to the choice of the cutoff and additional results are available upon request.

13
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Table 5: Occupation-Level Wage Regression with Occupational Demographic Controls

(A) Dependent Variable: Log Wages in 1980 (B) Dependent Variable: Log Wages in 2005

Complexity Variable: Complexity Variable: Complexity Variable: Complexity Variable:

Indep. Complexity Index Complex Indicator† Complexity Index Complex Indicator†

Variable (i) (ii) (iii) (iv) (v) (vi) (vii) (viii)

Complexity 0.102* 0.106* 0.00215 0.0233 0.400*** 0.416*** 0.115*** 0.0863**

Variable (1.70) (1.74) (0.08) (0.78) (5.31) (5.45) (3.29) (2.19)

Routine 0.0135 0.00476 0.00879 0.0512 0.0394 0.0317

Index (0.42) (0.15) (0.27) (1.28) (0.95) (0.76)

Female -0.142*** -0.146*** -0.154*** -0.155*** -0.128** -0.143*** -0.158*** -0.174***

Share (-3.51) (-3.51) (-3.68) (-3.71) (-2.52) (-2.75) (-2.97) (-3.24)

College 0.259*** 0.265*** 0.325*** 0.295*** 0.531*** 0.554*** 0.715*** 0.676***

Share (3.49) (3.50) (4.64) (3.74) (5.72) (5.87) (8.02) (6.62)

High School 0.427*** 0.423*** 0.468*** 0.478*** 0.358** 0.342** 0.438*** 0.565***

Share (3.50) (3.45) (3.83) (3.97) (2.33) (2.22) (2.79) (3.63)

Non-white -0.279 -0.278 -0.264 -0.274 -0.170 -0.162 -0.0897 -0.137

Share (-1.36) (-1.35) (-1.28) (-1.32) (-0.67) (-0.63) (-0.34) (-0.51)

Married 0.889*** 0.873*** 0.943*** 0.928*** 0.574* 0.516 0.708** 0.725**

Share (3.50) (3.39) (3.68) (3.62) (1.81) (1.61) (2.17) (2.20)

Mean 0.00847** 0.00853** 0.00837** 0.00846** 0.0103** 0.0105** 0.00820 0.00989*

Age (2.16) (2.17) (2.11) (2.14) (2.08) (2.12) (1.60) (1.91)

Mean # -0.0734 -0.0666 -0.0687 -0.0723 0.0415 0.0667 0.0761 0.0550

Children (-0.66) (-0.59) (-0.61) (-0.64) (0.30) (0.47) (0.52) (0.37)

N 315 315 315 315 310 310 310 310

†Complex occupations are defined as those above the 50th percentile (columns (iii) and (vii)) or above the 66th percentile
(columns (iv) and (viii)) of the complexity index.
Notes: Demographic variables are occupation-level means of the share of workers in an occupation with a college/high-school
degree, the share of workers in an occupation who are non-white, the share of workers in an occupation who are married, the
share of female workers in an occupation, the mean age of workers in an occupation, and the mean number of children of
workers in an occupation. t-statistics are in parentheses. Significance levels are: ∗∗∗ 1% , ∗∗ 5%, ∗ 10%.
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Table 6: Occupation-Level Wage Growth Regression with Occupational Demographic Means

Dependent Variable: Change in Log Wages 1980-2005

Complexity Variable: Complexity Variable:

Independent Complexity Index Complex Indicator†

Variable (i) (ii) (iii) (iv) (v)

Complexity Variable 0.304*** 0.316*** 0.347*** 0.138*** 0.0685**

(4.94) (5.07) (5.74) (5.02) (2.19)

Routine Index 0.0394 0.0333 0.0260 0.0158

(1.20) (1.04) (0.81) (0.47)

Female Share 0.00628 -0.00519 -0.0293 -0.0263 -0.0498

(0.15) (-0.12) (-0.70) (-0.62) (-1.14)

College Share 0.271*** 0.288*** 0.288*** 0.350*** 0.382***

(3.57) (3.74) (3.53) (4.39) (4.36)

High School Share -0.104 -0.116 0.0613 0.117 0.233*

(-0.83) (-0.93) (0.48) (0.92) (1.79)

Non-white Share 0.103 0.109 0.0153 0.0965 0.0522

(0.49) (0.52) (0.08) (0.47) (0.25)

Married Share -0.244 -0.289 0.0573 0.234 0.213

(-0.94) (-1.11) (0.22) (0.88) (0.77)

Mean Age 0.00201 0.00216 0.00358 0.000574 0.00267

(0.49) (0.53) (0.88) (0.14) (0.63)

Mean # Children 0.0557 0.0751 0.00406 -0.0202 -0.00622

(0.48) (0.65) (0.04) (-0.17) (-0.05)

Order of Wage Poly. 0 0 3 3 3

N = 310

†Complex occupations are defined as those above the 50th percentile (column (iv)) or above the 66th percentile (column (v))
of the complexity index.
Notes: Demographic variables are occupation-level means of the share of workers in an occupation with a college/high-school
degree, the share of workers in an occupation who are non-white, the share of workers in an occupation who are married, the
share of female workers in an occupation, the mean age of workers in an occupation, and the mean number of children of
workers in an occupation. t-statistics are in parentheses. Significance levels are: ∗∗∗ 1% , ∗∗ 5%, ∗ 10%.
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result of the disaggregation, as the dependent variable is the share of overall employment in each

occupation-gender-education-age-race cell.

Overall we conclude that the stylized facts motivating our definition of complex-task biased

technological change presented in section 2.3 are robust to disaggregation to the occupational level

and inclusion of the 1980 wage level. In particular, task complexity is strongly positively related

with both wage growth and wage levels, while wages within occupations of similar complexity

are equalized across routine and non-routine occupations. Furthermore, we find evidence that

more complex occupations experienced higher employment growth, and labor in occupations of

similar task complexity has reallocated slightly towards non-routine occupations. The relatively

weak employment effects suggest that the skill structure in the economy makes labor movements

relatively inelastic with respect to the complex task wage premium.

Table 8: Group-Level Wage Growth Regression

Dependent Variable: Change in Log Wages 1980-2005

Independent

Variable (i) (ii) (iii)

Complexity Index 0.258*** 0.274*** 0.349***

(10.99) (10.02) (12.60)

Routine Index 0.0445 0.0458

(1.42) (1.55)

Order of Wage Poly. 0 0 3

N = 15177

Notes: The table reports results when occupation-level data is disaggregated to
occupation × gender × education × race × age cells (see section 3.2) for
discussion. Regressions include gender × education × race × age fixed effects.
Sandard errors clustered at the occupation level. t-statistics are in parentheses.
Significance levels are: ∗∗∗ 1% , ∗∗ 5%, ∗ 10%.

3.3 Robustness

In this section we provide some sensitivity analysis on our wage and employment growth results.

3.3.1 Complex-Task Biased Technological Change and the 1980 Wage Distribution

A potential concern with our results is that they may be driven by a particular segment of the 1980

wage distribution. For example, Autor and Dorn (2013) argue that low-skill non-routine service
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What we get from this paper, when considering occupation
complexity index:

▶ Routine index cannot explain both the level and the change of
log wages from 1980 to 2005

▶ Routine index has very weak power to explain employment
change at group level and cannot explain employment change
at occupation level.

▶ Positive correlation between task complexity and wages and
wage growth

▶ Positive correlation between task complexity and employment
share change at group level not occupation level



Automation and New Tasks

Acemoglu and Restrepo propose a model to explain the changes of
employment and wages with considering automation and new
tasks.
In this framework, the effect of technology on the demand for skills
and wages is not mediated via the elasticity of substitution.
In the canonical SBTC model, if there is no technological regress
(and H/L increases as in the data), an increase in AH/AL changes
wages by at least:

∆ lnwL ≥ sH
1

σ
∆ ln

AH

AL

whereas in the US, the real wages for unskill workers declined
notably over the past four decades.



Automation and New Tasks

We summarize the sequence of works by Acemoglu and Restrepo to
understand the key ideas of the role of automation and new tasks.

Y = (
1

M

∫

T
(My(x))

λ−1
λ )

λ
λ−1

where λ ≥ 0 is the elasticity of substitution between tasks. Tasks
are performed by unskilled labor ℓ(x), skilled labor h(x), or capital
k(x):

y(x) = ϕL(x)ℓ(x) + ϕH(x)h(x) + ϕK (x)k(x)

where ϕj(x) = Ajγj(x) for j ∈ {L,H,K} denote the productivity of
factor j at task x. (γj(x): the measure of tasks produced by j)
They assum k(x) is produced using q(x) units of the final good.



Automation and New Tasks

They show that the competitive equilibrium to maximize the net
output is represented by:

NY = (Γ
1
λ
L (ALL)

λ−1
λ + Γ

1
λ
H (AHH)

λ−1
λ )

λ−1
λ

where the share parameters ΓL and ΓH are endogenously
determined and represent the range of tasks performed by the two
types of labor:

Γj =

1
M

∫
Tj γj(x)

λ−1dx

1− 1
M

∫
TK (

ϕK (x)
q(x) )

λ−1dx

for j ∈ {L,H}



Automation and New Tasks

The effects of various technologies on the skill premium can be
expressed as

d ln(
wH

wL
) = − 1

σ
d ln(

H

L
) +

σ − 1

σ
d ln(

AH

AL
) +

1

λ
d ln(

ΓH
ΓL

)|AHH

ALL

The last term captures the effect of change in the allocation of
tasks to factors on the skill premium. Also, they have:

σ = λ/(1− ∂ ln(ΓH/ΓL)

∂ ln(AHH/ALL)
) ≥ λ

the derived elasticity of substitution between skilled and unskilled
labor which including two types of substitution: substitution
between tasks, represented by λ, and substitution between
unskilled labor and capital and skilled labor.



Automation and New Tasks

Automation: an increase in γK (x) for a set of tasks currently not
in TK , which will lead to an expansion in the set of tasks allocated
to capital. Automation can displace skilled or unskilled labor.
Consider an improvement in automation technologies such that the
productivity of capital in a set of tasks in A ⊂ TL increases to
ϕK (x) > 0. Then

d ln(
wH

wL
) =

1

σ

∫
A γL(x)

λ−1dx∫
TL γL(x)

λ−1dx

moreover, wH increases, which wL may increase or decrease.
“displacement effects”

wL = Γ
1
λ
L A

λ−1
λ

L (NY
L )

1
λ (Automation causes ΓL decreases but net

output NY may increase)



Automation and New Tasks

New tasks: suppose a small set of new tasks (expanding M) is
introduced. If skilled workers have comparative advantage in these
tasks (i.e., wH/ϕH(x) < wL/ϕL(x)) at current wages then the skill
premium increases by

d ln(
wH

wL
) =

1

σ

∫
N γH(x)

λ−1dx∫
TH γH(x)

λ−1dx

If unskilled workers have comparative advantage in these tasks
(i.e., wH/ϕH(x) > wL/ϕL(x)) at current wages then the skill
premium will decline by

d ln(
wH

wL
) =

1

σ

∫
N γL(x)

λ−1dx∫
TL γL(x)

λ−1dx

“reinstatement effects”



Automation and New Tasks

∆Skill Demi = βddisplacementi + βr reinstatementi + εi
MAY 2020360 AEA PAPERS AND PROCEEDINGS

depict the relationship between reinstatement 
and the demand for skills. Greater reinstatement 
is associated with lower relative demand for 
skills during 1947–1987, presumably because 
unskilled labor had a comparative advantage in 
many of the new tasks introduced during this 
period. In contrast, reinstatement goes hand in 
hand with greater demand for skills in 1987–
2016, which we interpret as new tasks being 
allocated to skilled workers during the past three 
decades. Our estimates suggest that during this 
latter period, a 10 percent increase in reinstate-
ment is associated with a 7 percent increase in 
the relative demand for college workers (stan-
dard error = 0.035).7

7 The online Appendix provides several robustness 
checks, using different measures of the demand for skills 
and different constructions of the displacement and rein-
statement effects, and also presents estimates from several 
regression models. These results confirm the patterns sum-
marized in the text.

III. Conclusion

Automation and new tasks can have sizable 
effects on the demand for skills and factor prices 
(including declines in the wages for some or 
all types of labor), while leading to only small 
changes in TFP. These effects are not mediated 
by the elasticity of substitution between factors 
and instead operate via the changes in the allo-
cation of factors to tasks (the task content of pro-
duction). This contrasts with  factor-augmenting 
technological changes, which are assumed to 
raise the productivity of factors in all tasks and 
therefore always cause large TFP increases.

We have argued that the canonical SBTC 
model can be significantly enriched by incor-
porating this  task-level perspective and tech-
nologies that change the allocation of tasks 
to factors. We also document that proxies for 
automation and the introduction of new tasks 
are robustly associated with changes in the rel-
ative demand for skills at the industry level. 
This perspective further suggests that a  primary 

Figure 1. Change in Relative Demand for Skills 1947–1987 and 1987–2016 versus Displacement and Reinstatement

Notes: Relative demand for skills is measured as the log of the college wage bill relative to the high school wage bill. See the 
online Appendix for details and derivation of the estimates for displacement and reinstatement.
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Panel B. Displacement, 1987–2016
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Panel C. Reinstatement 1947–1987
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Dynamics: How to explain boom and bust periods?



Job Polarization and Jobless Recoveries



Job polarization and Jobless recoveries

In last 35 years, the U.S. labor market has been emergence of two
new phenomena:

▶ Job polarization: Increasing concentration of employment in
the highest and lowest wage occupations, as jobs in
middle-skill occupations disappear

▶ Jobless recoveries: Post recession periods when aggregate
output rebounds but aggregate employment recovers much
slower.

Jaimovich and Siu (RES 2020)

▶ Job polarization is not a gradual phenomenon: 88% of the job
loss in routine occupations since mid of 1980s occurs within a
12 month window of recessions.

▶ Jobless recoveries in the aggregate can be explained by jobless
recoveries in the routine occupations



Employment and Recessions I

Aggregate Employment around Early NBER Recessions (1970-1982)
Figure 1: Aggregate Employment around Early NBER Recessions

Notes: Data from the Bureau of Labor Statistics, Current Population Survey (CPS). See Appendix A for details.

5

(a) 1970 Recession

Figure 1: Aggregate Employment around Early NBER Recessions

Notes: Data from the Bureau of Labor Statistics, Current Population Survey (CPS). See Appendix A for details.

5

(b) 1975 Recession

Figure 1: Aggregate Employment around Early NBER Recessions

Notes: Data from the Bureau of Labor Statistics, Current Population Survey (CPS). See Appendix A for details.

5(c) 1982 Recession



Employment and Recessions II

Aggregate Employment around Early NBER Recessions (1991-2009)
Figure 2: Aggregate Employment around Recent NBER Recessions

Notes: Data from the Bureau of Labor Statistics, Current Population Survey (CPS). See Appendix A for details.

6

(d) 1991 Recession

Figure 2: Aggregate Employment around Recent NBER Recessions

Notes: Data from the Bureau of Labor Statistics, Current Population Survey (CPS). See Appendix A for details.

6

(e) 2001 Recession

Figure 2: Aggregate Employment around Recent NBER Recessions

Notes: Data from the Bureau of Labor Statistics, Current Population Survey (CPS). See Appendix A for details.

6(f) 2009 Recession



Aggregate Employment and Output Recovery

Table 1: Measures of Recovery following Early and Recent Recessions

Early Recent

1970 1975 1982 1991 2001 2009

A. Employment

months to turn around 6 4 2 17 23 23

months to trough level 16 10 4 31 55 76

half-life (in months) 27 23 10 38 NA NA

B. Output

months to turn around 0 0 0 0 0 0

months to trough level 0 0 0 0 0 0

half-life (in months) 7 10 5 9 3 15

Notes: Data from the CPS; Bureau of Economic Analysis, National Income and Product
Accounts (NIPA); and James Stock and Mark Watson. See Appendix A for details.

indicated by the first two rows of Panel B. In the early recessions, it takes on average seven

months from the trough date for output to regain half of its recessionary loss; in recent reces-

sions, the average time taken is nine months, only slightly greater.6 Hence, there has been no

marked change in the speed of recovery for aggregate output across early and recent recessions.

The differences in the speed of recovery in employment following recent recessions—without

corresponding differences in the recovery speed of output—characterize the jobless recovery

phenomenon.

2.2 Job Polarization

The structure of employment has changed dramatically in the past 35 years. One of the most

pervasive aspects of change has been within the occupational skill distribution: employment has

become polarized, with employment share shifting away from middle-skill occupations towards

both the high- and low-skill tails of the distribution (see, for instance, Acemoglu and Autor

(2011), and the references therein).

To see this, we disaggregate total employment by occupational groups. Appendix A dis-

cusses the occupational classification in detail; Appendix B discusses robustness of our results

to alternative classifications used in the literature. For brevity, we include a summary here.

Following Acemoglu and Autor (2011), we delineate occupations along two dimensions: “cog-

6Because the monthly RGDP estimates of Stock and Watson are “noisy,” the data are band pass filtered to
remove fluctuations at frequencies higher than 18 months (as with the employment data) in producing the half-life
statistics.

7



Aggregate Employment Changes by Occupation Group

Figure 3: Percent Change in Employment Shares by Occupation Group

Notes: Data from the CPS. See Appendix A for details.

nitive” versus “manual”, and “routine” versus “non-routine”. These delineations are based on

the skill content of the tasks performed in the occupation. The distinction between cognitive

and manual jobs is straightforward, characterized by differences in the extent of mental versus

physical activity. The distinction between routine and non-routine jobs is based on the work of

Autor et al. (2003). If the tasks involved can be summarized as a relatively small set of specific

activities accomplished by following well-defined instructions and procedures, the occupation

is considered routine. If instead the job entails a larger number of tasks requiring flexibility,

creativity, problem-solving, or human interaction skills, the occupation is non-routine.

In this delineation, non-routine cognitive occupations include managerial, professional and

technical workers, such as physicians, public relations managers, financial analysts, computer

programmers, and economists. Routine cognitive occupations are those in sales, and office

and administrative support; examples include secretaries, bank tellers, retail salespeople, travel

agents, mail clerks, and data entry keyers. Routine manual occupations are “blue collar” jobs,

such as machine operators and tenders, mechanics, dressmakers, fabricators and assemblers, and

meat processing workers. Non-routine manual occupations are service jobs, including janitors,

gardeners, manicurists, bartenders, home care aides, and personal care workers.

These classifications correspond to rankings in the occupational wage distribution. Non-

8



Aggregate Employment Changes by Occupation Group

Aggregate Employment in Occupational Groups
Figure 4: Employment in Occupational Groups: 1967 – 2017

Notes: Data from the CPS. See Appendix A for details.

10

(g) Non-Routine Cognitive

Figure 4: Employment in Occupational Groups: 1967 – 2017

Notes: Data from the CPS. See Appendix A for details.

10

(h) Non-Routine Manual

Figure 4: Employment in Occupational Groups: 1967 – 2017

Notes: Data from the CPS. See Appendix A for details.

10

(i) Routine



Employment and Recessions by Occupational Groupd I

Occupational Employment round Recessions
Figure 5: Occupational Employment around Early NBER Recessions

Notes: Data from the CPS. See Appendix A for details.

12

(j) 1970 Recession

Figure 5: Occupational Employment around Early NBER Recessions

Notes: Data from the CPS. See Appendix A for details.

12

(k) 1975 Recession

Figure 5: Occupational Employment around Early NBER Recessions

Notes: Data from the CPS. See Appendix A for details.

12(l) 1982 Recession

(Bule: Routine; Red: Non-Routine)



Employment and Recessions by Occupational Groupd II

Occupational Employment round Recessions
Figure 6: Occupational Employment around Recent NBER Recessions

Notes: Data from the CPS. See Appendix A for details.

13

(m) 1991 Recession

Figure 6: Occupational Employment around Recent NBER Recessions

Notes: Data from the CPS. See Appendix A for details.

13

(n) 2001 Recession

Figure 6: Occupational Employment around Recent NBER Recessions

Notes: Data from the CPS. See Appendix A for details.

13(o) 2009 Recession

(Bule: Routine; Red: Non-Routine)



Employment and Recessions Counterfactual

Actual and Counterfactual Employment around Recessions
Figure 7: Actual and Counterfactual Employment around Recent NBER Recessions

Notes: Actual data from the CPS. Counterfactual data obtained as the sum of actual non-
routine employment with counterfactual routine employment; see Appendix C for details.
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(p) 1991 Recession

Figure 7: Actual and Counterfactual Employment around Recent NBER Recessions

Notes: Actual data from the CPS. Counterfactual data obtained as the sum of actual non-
routine employment with counterfactual routine employment; see Appendix C for details.

16

(q) 2001 Recession

Figure 7: Actual and Counterfactual Employment around Recent NBER Recessions

Notes: Actual data from the CPS. Counterfactual data obtained as the sum of actual non-
routine employment with counterfactual routine employment; see Appendix C for details.

16

(r) 2009 Recession

(Bule: actual; Red: counterfactual)



Skill vs. Task



Skill vs. Tasks

So far we document main streams of ideas (RBTC and
“C-T”BTC) and automation and new tasks to explain the
aggregate findings about employment and wages in recent decades.

There are several questions we should consider

▶ How important are occupations?

▶ What is the role of skill?

▶ What is the interaction between skill and occupations?



Skill Demand Changes: Evidence from Vacancy Postings I
(Hershbein and Kahn, AER 2018)



Buring Glass Technologies Data (BG data)

▶ Covers only vacancies posted on the Internet

▶ Rothwell (2014) finds that health care support,
transportation, maintenance, sales, and food service workers
are underrepresented

▶ Including the characteristics of vacancies

▶ contain 70 possible standardized fields for each vacancy (e.g.,
stated education skill requirement, occupation, geography,
firm identifiers)

▶ This paper restricts main sample to ads with non-missing
employers that posted at least 10 ads over the sample 2007
and 2010-2015



Figure A1: Industry Distributions: BG, JOLTS: 2007, 2010-2014
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match each other reasonably well. BG is overrepresented in health care and social assistance,

as well as in �nance and insurance and education. It is underrepresented in accommoda-

tion and food services, public administration/government, and construction. However, most

di�erences are small in magnitude.

A great advantage of the BG data over the JOLTS is that they allow us to categorize

jobs by occupation at a detailed level. We thus also compare the occupational distribution

of BG job ads to both the stock and �ow of employment in the United States. We should

not expect online job ads to precisely match either comparison group since occupations di�er

in turnover rates that would necessitate new hires (�ows), and since they also di�er in the

extent to which they use vacancy postings (rather than informal hiring channels) to �ll a

slot. However, these comparisons help build intuition for the BG data set.

Figure A2 plots the distribution of BG ads across major occupation groups, sorted from

largest to smallest (green bars).69 We show the distribution of the stock of employment

based on the Bureau of Labor Statistics' Occupational Employment Statistics (OES) data

(light blue, horizontal lines). We also show the occupational distribution of new job starts

(job �ows) based on longitudinally linked Current Population Survey (CPS) data (dark blue,

variety of means, of which posting a job ad (electronic or otherwise) is only one.
69For clarity, we use 2-digit Standard Occupational Classi�cation codes in the �gure. The regression

analyses use more granular codings.
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Figure A2: Occupation Distributions: BG, New Jobs (CPS) and Employment (OES)
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diagonal lines).70

Perhaps not unexpectedly, BG has a much larger representation of computer and math-

ematical occupations, more than four times the OES and CPS shares. BG is also overrepre-

sented among management, healthcare practitioners, and business and �nancial operations,

although to lesser degrees. On the other hand, BG data are underrepresented in many of

the remaining occupations�for example, in transportation, food preparation and serving,

production, and construction. The OES and CPS distributions agree more closely, although

there are notable gaps among occupations known to have very high (or very low) rates of

turnover.

A.2 Representativeness of BG Data over Time

As noted in the text, our primary concern is that the representativeness of the sample

changes over time. This would be a threat to internal validity in our analysis. Figure A3

gives a general sense of whether the representativeness of BG has changed over our sample

70All data sets cover 2007 and 2010�2014. (2014 is the most recent year for which OES data were available
at the time of this writing.) The BG distribution is from our primary estimation sample, though, again, the
distribution is similar for the full sample of ads. We de�ne a new hire in the CPS as an individual who,
from month t to month t+1, transitioned from non-employment to employment, reported a new employer,
or reported changing occupations.
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Figure A3: Representativeness of BG Occupations, Relative to New Jobs (CPS)
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The x-axis is the BG ad share in an occupation in 2007 minus the CPS new job share in the same occupation in 2007.
The y-axis is these differences for each year from 2010-2015. Darker shades are earlier years, lighter shades are later.

period. On the x-axis we plot the deviation of the BG occupation share in 2007 from that

occupation's share of CPS new job starts in the same year. For example, computer and

mathematical occupations are shown on the far right at roughly 11 percentage points (ppts)

overrepresentation in BG compared to CPS. Construction is on the far left at roughly 7 ppts

underrepresented. On the y-axis we plot the deviation of the BG occupation share from its

CPS share for each of the later years in the data. The markers are color-coded by year.

The darkest markers plot the (2007, 2010) representativeness pair for each occupation; the

lightest markers plot the (2007, 2015) representativeness pair. We also plot the 45-degree

line as a benchmark: if representativeness of the BG data, relative to the CPS, remained

constant over time, all markers should line up on the 45-degree line.

The �gure shows that changes in representativeness over this time period are very small

(most of the markers are close to the 45 degree line). To the extent that changes did occur,

there is a tendency for them to have been in the direction of closer representativeness to the

CPS. Computer and mathematical occupations, management occupations, and architecture

and engineering occupations appear to have become less overrepresented, while health care

and business and �nance look fairly unchanged; administrative support, food, transportation,

and production occupations have become slightly less underrepresented. For most of these

occupations, though, the di�erences are quite small.
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Skill requirements in BG data

▶ stated education level

▶ experience requirements

▶ stated demand for skills that were classified as “cognitive”
(Contains: research, analysis, decision, or thinking)

▶ stated demand for computer skills (Contains: common Excel,
PowerPoints, AutoCAD, less common Java, SQL, Python)



BG data Summary Statistics I
1745HERSHBEIN AND KAHN: ROUTINE-BIASED TECHNOLOGICAL CHANGEVOL. 108 NO. 7

Table 1—Summary Statistics

  Mean (SD)

  2007  2010–2015 Change

Panel A. Ad characteristics
Education requirements

Any 0.34 0.57 0.23
(0.06) (0.05)

HS 0.09 0.20 0.10
(0.03) (0.05)

BA 0.17 0.27 0.10
(0.05) (0.08)

>BA 0.03 0.05 0.02
(0.01) (0.01)

Years, conditional on any 14.84 14.67 −0.18
(0.40) (0.44)

Experience requirements
Any 0.32 0.52 0.20

(0.06) (0.07)
 0–3 0.13 0.24 0.11

(0.03) (0.03)
 3–5 0.14 0.21 0.07

(0.03) (0.04)
>5 0.05 0.08 0.03

(0.02) (0.04)
Years, conditional on any 3.52 3.34 −0.18

(0.47) (0.54)

Skill requirements
Any stated skills 0.73 0.91 0.18

(0.05) (0.04)
Cognitive, conditional on any 0.22 0.34 0.11

(0.05) (0.06)
Computer, conditional on any 0.28 0.39 0.11
  (0.06) (0.08)

Panel B. Share of ads in  2010–2015 matching to 2007 and to other datasets
Missing ACS match 0.08
Continuing firm 0.65
In  Harte-Hanks, among continuing 0.78
In Compustat, among continuing 0.40 

Mean Min Max

Panel C. Cell counts
Number MSAs 381
Posts per  MSA-year 21,779 132 1,231,417
Number occupations ( four-digit) 108
Posts per  occupation-MSA-year 228 1 194,558
Number firms 170,809
Posts per  Firm-MSA-year 13 1 16,413

Notes: Burning Glass data 2007 and  2010–2015. All changes are statistically significant at the 
1 percent level. Sample is restricted to ads with  non-missing firms that posted at least ten ads 
over our sample period. In the top panel, observations are weighted by the size of the MSA 
labor force in 2006. Missing ACS match is the share of weighted observations to MSAs that 
cannot be matched to the American Community Survey (weighted by the MSA labor force). 
Continuing firms are the fraction of  2010–2015 observations posted by a firm that also posted 
in 2007. In Harte Hanks (Compustat) among continuing firms are the share of weighted obser-
vations that post to a firm that can be matched to Harte Hanks (Compustat). All three statistics 
are calculated weighting by the firm’s ad share in the  MSA-year times the size of the MSA 
labor force in 2006. 
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Table 1—Summary Statistics

  Mean (SD)

  2007  2010–2015 Change

Panel A. Ad characteristics
Education requirements

Any 0.34 0.57 0.23
(0.06) (0.05)

HS 0.09 0.20 0.10
(0.03) (0.05)

BA 0.17 0.27 0.10
(0.05) (0.08)

>BA 0.03 0.05 0.02
(0.01) (0.01)

Years, conditional on any 14.84 14.67 −0.18
(0.40) (0.44)

Experience requirements
Any 0.32 0.52 0.20

(0.06) (0.07)
 0–3 0.13 0.24 0.11

(0.03) (0.03)
 3–5 0.14 0.21 0.07

(0.03) (0.04)
>5 0.05 0.08 0.03

(0.02) (0.04)
Years, conditional on any 3.52 3.34 −0.18

(0.47) (0.54)

Skill requirements
Any stated skills 0.73 0.91 0.18

(0.05) (0.04)
Cognitive, conditional on any 0.22 0.34 0.11

(0.05) (0.06)
Computer, conditional on any 0.28 0.39 0.11
  (0.06) (0.08)

Panel B. Share of ads in  2010–2015 matching to 2007 and to other datasets
Missing ACS match 0.08
Continuing firm 0.65
In  Harte-Hanks, among continuing 0.78
In Compustat, among continuing 0.40 

Mean Min Max

Panel C. Cell counts
Number MSAs 381
Posts per  MSA-year 21,779 132 1,231,417
Number occupations ( four-digit) 108
Posts per  occupation-MSA-year 228 1 194,558
Number firms 170,809
Posts per  Firm-MSA-year 13 1 16,413

Notes: Burning Glass data 2007 and  2010–2015. All changes are statistically significant at the 
1 percent level. Sample is restricted to ads with  non-missing firms that posted at least ten ads 
over our sample period. In the top panel, observations are weighted by the size of the MSA 
labor force in 2006. Missing ACS match is the share of weighted observations to MSAs that 
cannot be matched to the American Community Survey (weighted by the MSA labor force). 
Continuing firms are the fraction of  2010–2015 observations posted by a firm that also posted 
in 2007. In Harte Hanks (Compustat) among continuing firms are the share of weighted obser-
vations that post to a firm that can be matched to Harte Hanks (Compustat). All three statistics 
are calculated weighting by the firm’s ad share in the  MSA-year times the size of the MSA 
labor force in 2006. 



Methodology

outcomegmt−outcomegm2007 = α0+[shockm×I t ]α1+I t+controls+ϵgmt

▶ outcomegmt are measures associated with changes in labor
skill demand in MSA m, year t, and subgroup g (occupation
or firm)

▶ t ∈ [2010, 2015]

▶ shockm is a measure of the local employment shock generated
by the Great Recession

▶ I t are years dummies

▶ α1 captures the effect across metro areas in the employment
shock not the national shock over time



Construct shockm

∆Êmt =
K∑

k=1

ϕm,k,τ (lnEkt−lnEk,t−1), shockm = ∆Êm2009−∆Êm2006

▶ shockm is the MSA-specific change in projected annual
employment growth between 2006 and 2009 (Bartik shock)

▶ ϕm,k,τ is the employment share of industry k in MSA m at
time τ (the average of 2004 and 2005)

▶ They normalized the shock so that a one unit change is equal
to the difference between the tenth and ninetieth percentile
MSAs
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We plot the coefficients   α 1    and  95 percent   confidence-interval bars (results for 
Figure 1 are also displayed in columns 1–4 of online Appendix Table C1). For exam-
ple, the point estimate of −0.038 in 2009 (top left panel of Figure 1) indicates that a 
 one-unit change in the Bartik shock is associated with an additional 0.038  log-point 
drop in employment growth between 2007 and 2009. The difference between 2006 
and 2009, which corresponds to our Bartik shock definition, that is associated with a 
one-unit increase in   shock m    is −0.053 (= −0.038 − 0.015). This is roughly double 
the Bartik  90–10 gap of −0.026 associated with a one unit change of  shoc k m    used in 
the regression. The actual BLS variables are likely substantially noisier than projected 
employment growth and also are influenced by other factors, such as supply shocks.

The figure also shows that the shock is episodic, such that employment growth 
(relative to that in 2007) looks similar across MSAs early in the decade, regardless 
of the size of the shock they will eventually face in the Great Recession.  Hard-hit 
MSAs peak slightly higher than less  hard-hit MSAs in 2005 and 2006, then experi-
ence a sharp dip in employment growth from 2007–2010, followed by a recovery.22

The Bartik shock measure is also highly correlated with movement in the unem-
ployment rate (obtained from the BLS Local Area Unemployment Statistics pro-
gram). The top-right panel of Figure 1 shows that a  hard-hit MSA experiences an 
additional 2  percentage point increase in the unemployment rate from 2007 to 2009, 
relative to a less  hard-hit MSA. Again, areas look very similar in the period before 
the recession, and converge a few years after the recession ends.

22 We use the 2006-2009 differential because these are the peak and trough years of our Bartik shock. As can be 
seen in Figure 1, actual employment growth in hard-hit MSAs peaks slightly earlier, in 2005, but remains almost at 
the same magnitude in 2006. 

Figure 1. Labor Market Variables and the  MSA-Specific Employment Shock

Notes: We regress the MSA-level change in local labor market variables from 2007 on an exhaustive set of MSA 
employment shock-by-year interactions, controlling for year fixed effects (see equation (1)). Graph plots the coeffi-
cients on Bartik shock × year, as well as 95 percent CI bars. Unemployment and employment growth rates are from 
the BLS. Employment-to-population ratios (Epops) are author calculations based on the CPS.
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requirements. While unemployment rates had converged back to  pre-recession lev-
els in both MSAs, Detroit’s elevated skill requirements persisted through 2015.

Figure 2 demonstrates that the case of Detroit and Pittsburgh is not isolated but 
systematic. In terms of their skill requirements, MSAs that looked similar before the 
Great Recession look quite different from each other in 2015, several years after the 
Great Recession ended.

To better understand the mechanisms underlying Figure 2, Table 2 provides 
regression results for  within-occupation changes in skill requirements. In general, 
the distribution of postings across high- and  low-skilled jobs may vary for a variety 
of reasons. For example, differential job survival, use of  word-of-mouth in recruit-
ing, or  time-to-fill across skill groups might generate patterns observed in Figure 2, 
especially early in the recovery. However, we find that the primary driver of these 
patterns is increased skill requirements within similar types of jobs.

Each column of Table 2 summarizes a separate regression of equation (1), at the 
 occupation-MSA-year level, including MSA characteristics and year fixed effects. 
The results show significant upskilling effects of a magnitude comparable to the 
overall  MSA-level effects. For example, within occupation, the propensity to post 
an education requirement increases by  5.3  ppts in a  hard-hit MSA, relative to a less 
 hard-hit MSA, between 2007 and 2010. Although there is a temporary dip in 2012, 
at least  three-quarters of this effect persists from 2013 through 2015. Similar pat-
terns obtain for the remaining skill requirements. Indeed, these  within-occupation 
increases in skill requirements completely account for the  MSA-level upskilling 
effects found in Figure 2; our upskilling results are not driven at all by changes in 
the occupation mix of postings. (This does not preclude variation in effects across 

0

0.02

0.04

0.06

0.08

2007 2009 2011 2013 2015

Education requirement

0

0.02

0.04

0.06

0.08

2007 2009 2011 2013 2015

Experience requirement

0

0.01

0.02

0.03

0.04

0.05

2007 2009 2011 2013 2015

Cognitive skill requirement

−0.02

0

0.02

0.04

0.06

2007 2009 2011 2013 2015

Computer skill requirement

C
oe

ffi
ci

en
t

C
oe

ffi
ci

en
t

C
oe

ffi
ci

en
t

C
oe

ffi
ci

en
t

Figure 2. Skill Requirements and the  MSA-Specific Employment Shock

Notes: We regress the MSA-level change in BG skill requirements from 2007 on an exhaustive set of MSA employ-
ment shock-by-year interactions, controlling for year fixed effects and MSA characteristics (see equation (1)). 
Graph plots the coefficients on Bartik shock × year and 95 percent confidence intervals.
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illustrative, not definitive.) We find that “opening” firms indeed have higher skill 
 requirements than “closing” firms, even within occupation, and this is consistent 
with the Schumpeterian cleansing view (see online Appendix B.3).32

The episodic restructuring hypothesis has additional predictions that we can 
take to the data. First, if changes in skill requirements reflect changes in production 
inputs, we should see greater investments in capital, and in particular  routine-labor 
replacing technologies, for firms located in  harder-hit MSAs. Moreover, the two 
activities should be linked: the very firms upskilling in their labor demand should be 
the ones increasing their investments. Second, routine workers whose skills can be 
substituted with these technologies should experience an immediate contraction in 
labor demand, as well as relative employment declines in the recovery and beyond. 
In contrast, the occupations that are complementary to new technology should 
become more productive, from the increase in both physical and human capital, and 
thus should exhibit increases in relative wages. We explore these predictions in the 
next two sections.

IV. Capital

Under episodic restructuring, firms automate routine tasks with technology, which 
complements skilled labor. If this restructuring is occurring, then firms should also 
invest in physical capital around the time that they upskill. Information technologies 
(IT), in particular, have been linked to RBTC (Michaels, Natraj, and Van Reenen 

32 Moreira (2017), who shows that firms that begin in a recession are more productive than those that begin in 
an expansion, also provides support for the Schumpeterian view. 
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Figure 3. Skill Requirements by Firm,  2007–2010 Change

Notes: Graph plots average BG skill requirement by year and quartile of 2007–2010 firm-level skill change. Circles, 
diamonds, triangles, and squares indicate skill change quartile from largest to smallest, respectively.
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had fairly similar IT investment trends before the Great Recession. If anything, there 
is a slight relative decline in  per-worker PCs in these areas between 2000 and 2006, 
mostly in the last two years of this range, but these estimates are somewhat noisy. 
Thus, there is no evidence of a capital intensifying trend in  harder-hit MSAs before 
the recession, as the modest relative movement goes in the opposite direction. As 
with the employment and unemployment rates in Figure 1, it is comforting that the 
identifying assumptions of the Bartik shock appear to hold. Although we cannot 
observe skill requirements before 2007, that both  employment-to-population ratios 
by education group and IT investments trend similarly across MSAs in the period 
before the Great Recession should reduce concern about preexisting trends.

In Section IV, we showed not only that advertised job skill requirements increased 
and persisted in  harder-hit MSAs, but that these increases occurred within firms. Since 
 harder-hit MSAs also intensified their IT investments over the same time period, we 
next explore whether this investment and upskilling are linked at the firm level.

To do so, we link BG job ads at the firm level to two measures of investment from 
external data sources: PCs per worker from the HH database and capital holdings 
from Compustat North America by Standard & Poors (Compustat). Compustat is the 
most complete database of accounting and balance sheet data among publicly traded 
US firms. Although PCs are a good proxy for overall IT investments, they may 
miss broader  routine-labor replacing investments, such as new machinery, telecom 
infrastructure, or inventory management systems.36 Thus, a firm’s overall holdings 

36 The  Harte-Hanks database contains other measures of IT investment, including servers (for which we gen-
erally find results consistent with those from PCs), and specific types of software. Unfortunately, the latter are 
consistently available only from 2010 onward. 
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Figure 4. PC Adoption and the  MSA-Employment Shock

Notes: We regress the MSA-level change in IT investment from 2006 on an exhaustive set of 
MSA employment shock-by-year interactions, controlling for year fixed effects and MSA char-
acteristics (see equation (1)). Graph plots the coefficients on Bartik shock × year, as well as 
95 percent confidence intervals. MSA-year IT investment is the employment-weighted average 
of site-level PCs per pre-recession employment from Harte-Hanks.



Capital Investment

outcomefmt − outcomefm2007 = α0 + [shockm × I t ]α1

+[shockm × I t × Capitalf ]α2 + I t + Xmβ + ϵfmt

▶ Want to examine how IT investment and general capital
respond to demand shocks

▶ Link BG data to HH data (PCs per worker)

▶ Link BG data to Compustat data (Capital holdings)
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Figure 5. Differential Upskilling by  90–10 Change in Firm Capital Investments

Notes: We regress the firm-MSA-level change in BG skill requirements from 2007 on an exhaustive set of MSA 
employment shock-by-year interactions, and triple interactions between the shock, year, and the firm-level capital 
change. We also control for year fixed effects and MSA characteristics (see equation (3)). Graph plots the coeffi-
cients on the triple interactions, fitted to the 90–10 differential in firm capital change, and 95 percent confidence 
intervals. The capital change variable is the firm level change in average PCs (Harte-Hanks) per pre-recession 
employment between 2010–2014 and 2002–2006. Panel B: The capital change variable is the ratio of firm-level 
average capital holdings (Compustat) in 2010–2014 to holdings in 2002–2006.
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Figure 5. Differential Upskilling by  90–10 Change in Firm Capital Investments

Notes: We regress the firm-MSA-level change in BG skill requirements from 2007 on an exhaustive set of MSA 
employment shock-by-year interactions, and triple interactions between the shock, year, and the firm-level capital 
change. We also control for year fixed effects and MSA characteristics (see equation (3)). Graph plots the coeffi-
cients on the triple interactions, fitted to the 90–10 differential in firm capital change, and 95 percent confidence 
intervals. The capital change variable is the firm level change in average PCs (Harte-Hanks) per pre-recession 
employment between 2010–2014 and 2002–2006. Panel B: The capital change variable is the ratio of firm-level 
average capital holdings (Compustat) in 2010–2014 to holdings in 2002–2006.



Routine Occupations

▶ So far, they show the evidence that MSAs more severely
affected by the Great Recession experienced persisitent
increases in the skill demand of job postings and greater
increases in capital.

▶ Now they want to examine whether the upskilling is more
prevalent in routine occupations

outcomeomt − outcomeom2007 = α0 + [shockm × I t ]α1 +

[shockm × I t × Routine io ]α2 + I t + Xmβ + ϵfmt

▶ Routine io is an indicator equal to 1 if occupation o is in the
top quartile of categorization

▶ i ∈ {cognitive,manual}
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 routine-manual. (That is,  routine-manual occupations upskill less than other 
 occupations.) For  education and experience requirements,  routine-manual occupa-
tions do exhibit temporary differential upskilling, indicated by positive and signifi-
cant point estimates in 2010 that converge to zero (or negative values) over the next 
few years. This could reflect opportunistic behavior on the part of firms during a 
slack market that quickly fades when markets recover.

Upskilling thus appears to be relatively concentrated within  routine-cognitive 
jobs. Our hypothesized explanation for this pattern is that the recession accelerated 
technological adoption, but that some types of  jobs (routine-cognitive ones) could 
be made more complementary to the new technology with additional human capital, 
while labor for other types of  jobs (routine-manual ones) was more subject to sub-
stitution by the new technology. For example, the use of data analytics may make a 
salesperson more productive by allowing her to better target customers’ needs, but 
software alone will not close a sale: a salesperson capable of using the software is 
still needed to do the job. On the other hand,  machine-vision technology may render 
obsolete the manual inspection of parts on an assembly line, essentially replacing 
that job.40

To investigate this paradigm, we turn to the implications for employment and 
wages. If firms do not seek greater skills for  routine-manual jobs because those 
jobs can be substituted with technology more readily than work with it, we 
would expect firms to disproportionately shed these types of jobs through layoffs, 

40 Indeed, Hawkins, Michaels, and Oh (2015) present recent evidence of this type of  capital-labor substitution 
in the Korean manufacturing sector. 
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Figure 6. Differential Upskilling for Routine Occupations

Notes: We regress the occupation-MSA-level change in BG skill requirements from 2007 on an exhaustive set of 
MSA employment shock-by-year interactions, and triple interactions between the shock, year, and whether the 
occupation is routine. We also control for year fixed effects and MSA characteristics (see equation (4)). Graph plots 
the coefficients on the triple interactions, and 95 percent confidence intervals. The routineness measures are whether 
the occupation is in the top quartile of routine-cognitive or routine-manual index scores based on Acemolgu and 
Autor (2011).

blue: (routine cognitive); red(routine manual)
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of this gap by the end of the sample period. In contrast,  routine-cognitive occupa-
tions  differentially rise as a share of employment in  harder-hit MSAs, (or, more 
aptly, experience smaller magnitude losses in employment share, relative to less 
 hard-hit MSAs) though only modestly. Also, unlike for  routine-manual occupations, 
it is harder to rule out a  pre-trend, although it is small and generally statistically 
insignificant. This pair of results is generally consistent with Jaimovich and Siu 
(2015), who show that employment in routine occupations as a whole fell episod-
ically, and more so in  harder-hit US states, in each of the past three recessions and 
did not recover fully.

The bottom left panel (and column 2 of online Appendix Table C4) shows the dif-
ferential impact on log median hourly wages. For  routine-cognitive occupations, there 
is a slight but persistent rise in wages in  harder-hit MSAs beginning after 2010. By 
2015, the median  routine-cognitive worker in a  hard-hit MSA has experienced 0.5 
percent faster wage growth than a worker in a job that was not routine cognitive. 
Conversely,  routine-manual occupations exhibit almost no  post-recession change; 
wages evolve similarly in the subsequent period regardless of the MSA shock. In the 
single major exception to the absence of  pre-trending, wages for  routine-manual jobs 
were differentially trending downward before the Great Recession in areas that would 
experience a more severe shock, even though relative employment trended similarly, 
suggesting other factors (such as declining unionization) were possibly involved.

The sharpest predictions of our hypothesis (episodic increases in layoffs and per-
sistent decreases in employment share for  routine-manual workers; and increases 
in wages for  routine-cognitive workers) are borne out by the data, and for these 
outcomes there is little evidence of differential  pre-trending.
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Figure 7. Differential Employment and Wage Effects for Routine Occupations

Notes: Top left and bottom panels plot coefficients on the triple interactions of shock-year-routine (see equation (4) 
and Figure 6). Top right plots coefficients on shock-by-year, where the dependent variable is the MSA change in the 
employment share of routine occupations (see equation (1)). All regressions control for year fixed effects and MSA 
characteristics; we also include 95 percent confidence intervals. The routineness measures are whether the occupa-
tion is in the top quartile of routine-cognitive or routine-manual index scores based on Acemolgu and Autor (2011).

blue: (routine cognitive); red(routine manual)



Hershbein and Kahn (2018) Conclusion

▶ Job posting in harder-hit MSAs experienced larger increases in
education, experience, cognitive, and computer requirements

▶ The increase in skill requirements are accompanied by
increases in capital investments

▶ Upskilling is relatively concentrated in routine-cognitive
occupations



Skill Demand: Multiple Skills



Skill Demand Changes: Evidence from Vacancy Postings II
(Deming and Kahn, JOLE 2018)



▶ A large economics literature links rising wage inequality in
U.S. to technological change, specifically the computerization
of the labor market.

▶ One empirical limitation in the study of technological change
is the measure variation is across occupations but not within
them.

▶ This paper studies variation in skill demands for professional
across firms and labor markets

▶ Also, this paper examines the correlations between each skill
and external measures of pay and firm performance.



BG Data

▶ Professional occupations: management, business and financial
operation, computer and mathematical, legal, education, etc.

▶ Ads with a nonmissing firm (Some firms do not wish to reveal
their information) (63%)

▶ 13% of ads includes offered wage information

▶ Average wages for MSA-occupation cells from OES program,
which is a large survey produced by BLS

▶ Firm performance data is from Compustat (30% of ads)

▶ MSA demographic characteristics are from ACS data.



Wage and Education Correlation

Figure 1: Wages and Education Requirements by City Wage Rank
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Notes: Dark bars show MSA average wages for professional occupations, obtained from the OES 2010‐2015. Light bars show MSA average 
years schooling required in Burning Glass job ads 2010‐2015, conditional on having any stated requirement. Chart includes top 50 MSAs (in 
terms of employment in professional occupations) and is ordered by MSA wage rank.

Table 1: Description of Job Skills
Job Skills Key words and phrases
Cognitive Problem Solving, Research, Analytical, Critical Thinking, Math, Statistics
Social Communication, Teamwork, Collaboration, Negotiation, Presentation
Character Organized, Detail‐oriented, Multi‐tasking, Time Management, Meeting Deadlines, Energetic
Writing Writing
Customer Service Customer, Sales, Client, Patient
Project Management Project Management
People Management Supervisory, Leadership, Management (not project), Mentoring, Staff
Financial Budgeting, Accounting, Finance, Cost
Computer (general) Computer, Spreadsheets, Common Software (e.g. Microsoft Excel, Powerpoint)
Software (specific) Programming language or specialized software (e.g. Java, SQL, Python, etc.)
Notes: Authors categorization of open text fields in Burning Glass data.
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Skill Category

We categorize eight additional skill groups and show that these are im-
portant in explaining pay differentials across labor markets and perfor-
mance differentials across firms. The third skill, “character,” is an umbrella
term for keywords and phrases such as “organized,” “detail oriented,” and
“time management.”Here we follow the large literature on noncognitive or
“soft” skills, which discusses the labor market returns to personality traits,
such as conscientiousness and agreeableness, as well as personal attributes,
such as self-control and positive affect (e.g., Heckman and Kautz 2012).
Our criteria for the other seven job skills is that they be commonly listed

and generally applicable to a wide range of jobs. For example, writing, cus-
tomer service, sales, and project management are among the top 15 most com-
monly listed text fields in BGdata from 2014.We also create the skill categories
“people management” and “financial” from a range of related keywords and
phrases. Finally, we include categories for general and specific computer skills.
BG codes these categories themselves. The former encompasses the generic
phrase “computer skills” as well as key phrases for common software, such as
Microsoft Excel, while the latter includes specialized software, such as SQL,
Java, and C11.
To provide intuition for these job skills, table A2 shows the share of job

vacancies that require each skill for selected occupations in the full sample.
As can be seen, this skill demand is fairly high for cognitive, social, and char-
acter skills, which are required across a broad range of jobs. In addition, job
skills line up well with occupation titles and perceived job tasks. Eighty-
four percent of vacancies for accountants and auditors require financial
skills, comparedwith an average of only 16%across all professional occupa-
tions. Similarly, the share of computer systems analysts requiring project
management skills is particularly high, as is the share of computer program-

Table 1
Description of Job Skills

Job Skills Keywords and Phrases

Cognitive Problem solving, research, analytical, critical thinking, math, statistics
Social Communication, teamwork, collaboration, negotiation, presentation
Character Organized, detail oriented, multitasking, time management, meeting

deadlines, energetic
Writing Writing
Customer service Customer, sales, client, patient
Project management Project management
People management Supervisory, leadership, management (not project), mentoring, staff
Financial Budgeting, accounting, finance, cost
Computer (general) Computer, spreadsheets, common software (e.g., Microsoft Excel,

PowerPoint)

Software (specific)
Programming language or specialized software (e.g., Java, SQL,
Python)

NOTE.—Shown is the authors categorization of open text fields in Burning Glass Technologies data.

Skill Requirements across Firms and Labor Markets S347

This content downloaded from 128.135.098.042 on December 17, 2018 14:44:55 PM
All use subject to University of Chicago Press Terms and Conditions (http://www.journals.uchicago.edu/t-and-c).



Skill Variation

Figure 2: Variances of Skill Requirements
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Notes: Based on the �rm sample. We regress an indicator for whether an ad has the skill requirement

on occupation (6 digit) �xed e�ects, additional controls (MSA �xed e�ects and education and experience

requirements) and �rm �xed e�ects. Bars plot variances of �tted values based on speci�ed controls or the

residuals.

except �rm e�ects. Controls for location, and the more typical skill measures (education and

experience) tend to account for roughly 15 percent of the total variation. This is because,

as we explain below, almost all of the skill measures are positively correlated with education

and experience requirements and because the skill requirements in a location tend to re�ect

the skill of employed workers in the location (see Hershbein and Kahn 2016).

The third bar (vertical lines) plots the variance in �tted values for the �rm �xed e�ects.

Interestingly, we �nd that there is substantial systematic variation across �rms in their

tendency to specify these skill requirements. They account for nearly 30 percent of the total

variation for most of the skill measures. Firms clearly have large systematic di�erences in

their recruiting strategies, and possibly di�erences in skill utilization, even controlling for

the distribution of occupations and MSAs they post in.

Finally, there is substantial remaining variation across ads in the propensity to specify

these skill requirements, even within this very detailed set of controls. The residual variances

tend to be about half of the total variation in requirements.

Table 2 presents bivariate correlations for each pair of skill requirements, weighted by ads,

in the �rm sample. There are two main takeaways from Table 2. First, cognitive skill and

social skill requirements are positively correlated with each other, with years of education
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Skill Variation

Table 2
Correlations of Skill Requirements

Education Experience Cognitive Social Character Writing
Customer
Service

Project
Mgmt

People
Mgmt Financial Computer Software

Years of education
required 1.00

Years of experience
required .30 1.00

Cognitive .20 .37 1.00
Social .05 .25 .64 1.00
Character 2.06 .14 .59 .69 1.00
Customer service 2.27 2.38 2.03 .17 .14 1.00
Writing .12 .24 .57 .52 .52 2.07 1.00
Project mgmt .20 .57 .55 .45 .39 2.20 .39 1.00
People mgmt 2.05 .01 .35 .34 .38 .13 .30 .27 1.00
Financial .02 .21 .43 .35 .37 2.04 .36 .38 .39 1.00
Computer (general) 2.06 .27 .52 .52 .54 2.02 .50 .40 .24 .41 1.00
Software (specific) .26 .61 .36 .25 .11 2.33 .24 .50 2.06 .02 .27 1.00

NOTE.—The table shows ad-weighted bivariate correlations across all skill measures at the firm level using the firm sample. See table 1 for skills definitions. mgmtpmanagement.
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Correlation between wage and skill requirements

log(Wage)om = α+ ¯Skillomβ
′ + Controls + εom

are weighted by the number of ads in each MSA-occupation cell, although
results are very similar when we instead weight by employment.
Table 3 presents results from estimates of equation (1) on the full sample.

Column 1 summarizes a sparse model that includes the 10 skill measures
and the education and experience variables. The coefficient of 0.11 on cog-
nitive skills is statistically significant at the less than 1% level. The magni-
tude of the coefficient implies that a 10 percentage point increase in the share
of job vacancies requiring cognitive skills is associated with 1.1% higher
wages. Alternatively, a 1 standard deviation increase in the propensity to
specify a cognitive skill requirement across occupation-MSA cells (0.17) in-
creases wages by nearly 2%.We estimate that adding any cognitive skill re-
quirement is associated with a roughly equivalent wage gain to increasing
the education or experience requirement by 1 year. The coefficient on social
skills is much larger in magnitude and also statistically significant at the less
than 1% level. A standard deviation increase (0.12) in demand for social skill
is associated with a 5% wage increase.

Table 3
Average Wages and Skill Requirements

Dependent Variable: Log(Mean Wages) in MSA-Occupation Cells

(1) (2) (3) (4) (5) (6)

Cognitive .113*** 2.413*** .245*** .181*** .0792*** .0465***
(.00908) (.0166) (.00784) (.0139) (.00873) (.0122)

Social .429*** 2.0919*** .301*** .236*** .0517*** .0202
(.0155) (.0206) (.0121) (.0167) (.00966) (.0127)

Both required 1.319*** .157*** .0760***
(.0349) (.0278) (.0198)

Years of education .131*** .129*** .0764*** .0765*** .00865*** .00873***
(.000770) (.000763) (.000844) (.000844) (.000995) (.000995)

Years of experience .160*** .161*** .0848*** .0849*** .0318*** .0318***
(.00120) (.00118) (.00120) (.00120) (.00102) (.00102)

Base controls X X
Detailed controls X X
F-statistic (cognitive
and social) 553.1 855.0 1,004 680.4 69.66 51.35

F-statistic (all 10 skills) 1,874 2,054 612.6 560.1 59.93 55.83
MSA-occupation cells 56,611 56,611 56,611 56,611 56,611 56,611
R2 .702 .710 .846 .846 .940 .941

NOTE.—All regressions control for the share of ads with each of the eight other job skill, education, and
experience requirements. Years of education and experience equal 0 if the MSA-occupation cell has no ads
that specify requirements. The dependent variable is the log of median hourly earnings in the MSA-occupation
cell, obtained fromOccupational Employment Statistics data. Base controls include metropolitan statistical
area (MSA) characteristics from the American Community Survey, four-digit Standard Occupational Clas-
sification (SOC) occupation fixed effects, and the share of ads in the MSA-occupation cell that are in each of
the two-digit North American Industry Classification System industries. Detailed controls include MSA and
six-digit SOC occupation fixed effects and the industry shares. Observations are from the full sample, weighted
by the number of ads in the MSA-occupation cell. See table 1 for skills definitions.
*** p < .01.
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Correlation between Skill requirements and firm
performance

FirmPerff = αo + ¯Skill f β
′ + Ī of + X̄f γ

′ + θn + εf

Table 4
Firm Outcomes and Average Skill Requirements

Publicly Traded Log(Revenue per Worker)

(1) (2) (3) (4) (5) (6) (7) (8)

Cognitive .0131 2.170*** .0318** 2.136*** .469*** .624*** .379*** .0761
(.0122) (.0180) (.0129) (.0185) (.117) (.190) (.136) (.218)

Social .162*** .0165 .0934*** 2.0364** .218** .348** .239* 2.00813
(.0114) (.0115) (.0115) (.0154) (.105) (.164) (.123) (.185)

Both required .365*** .328*** 2.268 .531*
(.0262) (.0260) (.259) (.298)

Years of education 2.00212 2.00141 2.00242* 2.00203 .00423 .00312 .00979 .00974
(.00134) (.00134) (.00135) (.00135) (.0222) (.0222) (.0266) (.0266)

Years of experience .0236*** .0239*** .0125*** .0128*** .0851*** .0839*** .119*** .120***
(.00150) (.00150) (.00157) (.00157) (.0144) (.0145) (.0182) (.0182)

Base controls X X X X
Detailed controls X X X X
F-statistic (cognitive and social) 110.2 138.1 41.93 81.19 12.43 8.644 6.560 5.432
F-statistic (all 10 skills) 181.6 183.1 130.3 133.2 10.96 10.06 4.072 3.993
Number of firms 85,695 85,695 85,695 85,695 3,622 3,622 3,622 3,622
R2 .246 .248 .330 .332 .511 .511 .736 .737

NOTE.—Observations are at the firm level, weighted by number of ads posted by the firm. All regressions control for the share of ads with each of the eight other job skill, ed-
ucation, and experience requirements. Years of education and experience equal 0 if the firm has no ads that specify requirements. In col. 1–4, the dependent variable is an indicator
equal to 1 if the firm can be matched to Compustat; in col. 5–8, it is equal to the log of revenue per worker, conditional on being matched to Compustat. Base controls include two-
digit North American Industry Classification System industry fixed effects and the ad-weighted distributions of four-digit occupation fixed effects and metropolitan statistical area
(MSA) characteristics from the American Community Survey. Detailed controls include industry fixed effects and the ad-weighted distributions of MSA and six-digit Standard Oc-
cupational Classification occupation fixed effects. See table 1 for skills definitions.
* p < .1.
** p < .05.
*** p < .01.
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Heterogeneity across Firms and Skill Demand

log(Wage)omf = βf + Controls + εomf

across firms. The standard deviation of firm effects for skill requirements is
about 0.2 (20 percentage points) for both cognitive skills and social skills,
and the variation shrinks only a little even after including detailed controls.
The pattern is very similar for the other eight job skills, although the vari-
ation is generally smaller for most of them (especially after including de-
tailed controls in col. 3). Thus, table 5 shows substantial heterogeneity in
firm skill demands even within occupation, industry, and MSA.
To illustrate the importance of employer skill demands, we combine the

positive correlation between skill requirements and job outcomes shown in
Section III with the variation documented in table 5 in a simple variance de-
composition.20 The firm fixed effects (bf in eq. [3]) incorporate unobserved
systematic differences in earnings across firms. We express these as a func-
tion of a vector of skill demands (Skillf ) and a residual (nf) in equation (4);
d is the coefficient on the residual, and a is a vector of coefficients on the skills
variables.

bf 5 Skillfa0 1 dnf : (4)

Table 5
Standard Deviations of Firm Effects in Outcomes and Skills

No Controls
(1)

Base Controls
(2)

Detailed Controls
(3)

Log hourly wages .190 .101 .027
Publicly traded .459
Log revenue per worker .827
Cognitive .203 .176 .168
Social .201 .190 .186
Cognitive and social .162 .149 .145
Character .188 .172 .167
Customer service .180 .160 .149
Writing .154 .143 .140
Project management .106 .098 .081
People management .125 .122 .116
Financial .141 .101 .091
Computer (general) .185 .168 .163
Software (specific) .244 .172 .136

NOTE.—We regress the variable in each row on firm fixed effects and specified controls.
The table reports standard deviations of the firm fixed effects, weighted by the number of
postings to each firm. Base controls include metropolitan statistical area (MSA) characteris-
tics, four-digit occupation fixed effects, and industry fixed effects. Detailed controls include
MSA, six-digit occupation, and industry fixed effects. Specifications including controls are
omitted for “Publicly traded” and “Log revenue per worker,” since they vary only at the firm
level.

20 This decomposition follows the spirit of Altonji, Kahn, and Speer (2014), who
decompose variation in the returns to college major over time into changes in the
returns to tasks preformed in jobs typically held by workers with a given major.
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Heterogeneity across Firms and Skill Demand

βf = ¯Skill f α
′ + δνf

Plugging equation (4) into equation (3) yields

log Wagesð Þomf5 Skillfa0 1 dnf 1 Controls 1 eomf : (5)

This model provides a way to decompose the variance of log wages across
firms into skill requirements and other components. In particular, the var-
iance in the firm effects, Var(bf ), is equal to VarðSkillfa0 1 dnf Þ. We can cal-
culate the variance in bf that is attributable to the skills variables or to a sub-
set of the skills variables by setting the other coefficients (components of the
vectora) to 0 and calculating the variance.21We alsouse the variance-covariance
matrix of the skills variables as an input. Importantly, while variation in firm
fixed effects in both wages and skill requirements is in part driven by mea-
surement error, the correlations in the vector a are unlikely to include such
measurement error.
We estimate equations (3)–(5) on a disaggregatedMSA-occupation-firm-

level data set. The results are presented in table 6. Column 1 shows a simple
decomposition that includes no controls and only the social, cognitive, and
combined skill measures. Column 2 adds the remaining eight job skills as
well as education and experience requirements. Column 3 adds our base

21 For example, to understand the fraction of the variance in bf attributed to cog-
nitive and social skills, we calculate VarðSkillfa0 1 dnf Þ using the estimated coeffi-
cients for cognitive social and the interaction but use a value of 0 for all other com-
ponents of a and for d.

Table 6
Decomposing Firm Effects in Wages on Skill Demands

Log(Wages)

(1) (2) (3) (4)

Total standard deviation of firm effect .190 .190 .084 .025
Share attributed to skills (%):
Total 11.6 33.9 20.9 6.3
Social and cognitive skills 11.6 5.5 4.7 1.3
Other skills 11.3 7.3 .6
Education and experience 17.1 8.9 4.5
Residual 88.4 66.1 79.1 93.7

Additional skills X X X
Base controls X
Detailed controls X
Number of firms 85,695

NOTE.—Base controls are metropolitan statistical area (MSA) characteristics and four-digit occupation
fixed effects. Detailed controls are MSA and six-digit occupation fixed effects. Social and cognitive skills
include requirements for each and the share of ads specifying both. Other skills include the eight additional
job skills listed in table 1. Education and experience include both years required and the share of ads that
have any requirement. We regress the firm fixed effect in wages on the firm fixed effect for each of the skill
measures (and controls if included). We use coefficients and the variance-covariance matrix of the skills to
fit the share of the variance in wages that can be attributed to various components (by fitting variances with
the other coefficients set to 0).
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Heterogeneity across Firms and Skill Demand

full set of 10 skills and the more standard education and experience require-
ments.
This exercise is only illustrative since we do not have ad-level variation in

wages or productivity. However, we still find that firms varywidely in both
wages (as measured by average wages in the markets they post ads in) and
performance outcomes. In addition, we find that firm-level variation in de-
mand for the job skills explains substantial fractions of firm-level variation
in these outcomes. Cognitive and social skill requirements alone account
for about 5% of the variation in log(Wages) and 10% of the variation in
log(Revenue per Worker). These results suggest that the job skill measures
we introduce in this paper provide useful information about the variation in
skill utilization across firms and why they have diverse outcomes.

V. Conclusion

In this paper, we use data from online job vacancies posted in the United
States between 2010 and 2015 to study heterogeneity in employer skill de-
mands. We use keywords and phrases from the actual text of job vacancies
to form measures of 10 distinct job skills, such as cognitive skills, social
skills, management, and finance. We show that the prevalence of advertise-
ments for high-level job skills is positively correlated with relative wages
across labor markets and performance differences across firms, even after
controlling for education and experience requirements and detailed occupa-
tion and industry codes. This suggests that our measures of job skills add
explanatory power beyond what is available in typical labor market data.
Using a simple decomposition, we show that variation in these 10 skill re-
quirements can explain about 12% of the variance in wages across firms (as
measured by average wages in the MSA occupations they tend to post in)
after residualizing on occupation fixed effects and MSA characteristics. These
skills account for between 5% and 12% of the variance in firm productivity
in our sample.

Table 7
Decomposing Firm Performance Outcomes on Skill Demands

Publicly Traded Log(Revenue per Worker)

(1) (2) (3) (4)

Total standard deviation of firm effect .459 .459 .685 .685
Share attributed to skills (%):
Total 7.2 13.2 14.8 21.4
Social and cognitive skills 7.2 1.7 14.8 9.4
Other skills 3.8 3.1
Education and experience 7.7 8.9
Residual 92.8 86.8 85.2 78.6

Additional skills X X
Number of firms 85,695 3,622

NOTE.—See table 6.
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Take away

▶ Large skill variation within occupations

▶ There are positive correlation between wage and firm
performance and skill requirements

▶ Cognitive and Social skill complementarity



Heterogeneous Human Capitals (Skills)



Heterogeneous human capitals (skills):

▶ Heckman and Sedlacek (1985), Keane and Wolpin (1997),
and many subsequent papers are based on the Roy model, in
which heterogeneous human capital play a central role.

▶ Since they use tasks as bundle of skills, they find the price of
skills are not the same across different occupations

Why and how skills are differently rewarded and transferable across
occupation?

▶ For these papers, occupations are treated as different
categories, we cannot measure similarity of tasks across
occupations (Notice, we still can measure skills across
occupations)

▶ It is hard to estimate the model, since when the number of
occupation increases, the number of parameters and state
variables are also increasing sharply.



Yamaguchi (2012)

The key idea of this paper is to examine how tasks (occupations)
and skills can explain individuals’ wage composition and wage
growth.

To answer this question, he

▶ constructs task complexity measures to map task bundles with
occupations and make tasks transferable across occupations

▶ allows the returns to skills change with task complexity. It is
helpful to examine why returns to skills are different across
occupations and how important occupations are (We can
consider the case that workers cannot unbundle their skills
(Heckman and Scheinkman, 1987))



Wage Function

The products of each firm can be characterized by a task
complexity vector.

▶ The marginal value product of a worker with skill st in an
occupation with task complexity xt is

wt = π(xt)q(xt , st) exp(ηt), (1)

▶ Here, he assumes occupation can be mapping to cognitive
Task and motor task complexity index

▶ π(xt) denotes the price of the product.

▶ q(xt , st) is the productivity of a worker with skill st in a job
with task complexity xt

▶ He said “As in the Roy model, skills are rewarded differently
across occupations.” Then he assumes q(xt , st) = θ′(xt)st

▶ (1) is assumed – not derived from some underlying model.



Wage Function
▶ Labor productivity:

ln q(xt , st) = θ′(xt)st , (2)

In Heckman and Sedlacek (1985)

ln ti (s) = ci st , (3)

▶ θ(xt) is a K -dimensional vector of implicit skill prices and
represents the contribution of skills st to an occupation with
task xt .

▶ Skills are more intensely used and contribute to productivity
more, when the corresponding tasks are complex
∂θk(x)/∂xk > 0, where subscript k is an index for the task
dimension.

▶ Notice: in his setting, since task complexity is transferable, it
is possible to explain why experience in one occupation is
rewarded in others



Model

The Bellman equation for an individual is given by

Vt(st , x̄t , ν̃t , ηt ; d) =max
xt

lnw(xt , st , ηt) + v(xt , x̄t , st , ν̃t ; d)

+ βEVt+1(st+1, x̄t+1, ν̃t+1, ηt+1; d),

▶ x̄t is work habits, ν̃t is preferences shocks

▶ v(xt , x̄t , st , ν̃t ; d) is job preferences

▶ skill st+1 is linear function of previous skills st , tasks xt , and
ability d

st+1 = Dst + a0 + A1xt + A2d + εt+1,



Main Results

Table: Task Complexity by Occupation at One-Digit Classification

Tasks and Heterogeneous Human Capital 21

Table 1
Task Complexity by Occupation at One-Digit Classification

Cognitive Task Motor Task

Mean SD Mean SD No. Observations

Professional .85 .14 .45 .33 7,522
Manager .79 .15 .21 .21 5,538
Sales .57 .17 .23 .15 3,748
Clerical .49 .16 .56 .22 9,270
Craftsmen .52 .20 .82 .20 6,557
Operatives .20 .18 .58 .20 5,824
Transport .28 .15 .63 .10 1,774
Laborer .15 .16 .46 .13 2,818
Farmer .68 .19 .78 .14 1,117
Farm laborer .18 .19 .53 .16 882
Service .32 .22 .44 .24 6,834
Household service .20 .11 .24 .23 1,469
All occupations .49 .29 .50 .29 53,353

Note.—Sample consists of all working individuals in the 1971 April Current Population Survey
augmented with occupational characteristics variables from the revised fourth edition of the Dictionary
of Occupational Titles (1991). Sample size is 53,353. Task complexity measures are percentile scores
divided by 100.

sales and craft occupations, although the complete nature of tasks differs
very much between the two. Motor task complexity more clearly char-
acterizes the difference between sales workers and craft workers. Motor
tasks of craftsmen such as automobile mechanics and carpenters are the
most complex, while those of sales workers, household service workers,
and managers are the least complex. These features are quite intuitive, and
the proposed measurement is a useful description of the heterogeneity of
occupations. Another important finding here is that task complexity varies
within one-digit occupation. The reported standard deviation is large in
all one-digit occupations. To assess the extent of heterogeneity within
occupations more formally, I decompose the total task complexity vari-
ance into the within-occupation variance and the between-occupation
variance.24 For cognitive task complexity, about 59% of the total variance
is explained by the within-occupation variance. For motor task com-
plexity, the within-occupation variance explains a larger fraction of the
total variance at 75%. This variance decomposition indicates that tasks
are greatly heterogeneous within one-digit occupations and that quite a
large part of task complexity variation would be lost if one relied on the
one-digit occupation code. Dealing with occupations at the three-digit
level is essential to accounting for the heterogeneity of jobs thoroughly.

24 The law of total variance states that
Var (X) p E(Var (XFO)) � Var (E(XFO)),

where X is the task complexity index, and O is the occupational affiliation at
one-digit level. The first term is the within-occupation variance, and the second
term is the between-occupation variance.
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Note: Sample consists of all working individuals in the 1971 April Current Population
Survey augmented with occupational characteristics variables from the revised fourth
edition of the Dictionary of Occupational Titles (1991). Sample size is 53,353. Task
complexity measures are percentile scores divided by 100.



Main Results

Figure: Task complexity comparison

Fig. 1.—Task complexity comparison. Task complexity measures are percentile
scores divided by 100. Source: 1971 April Current Population Survey augmented
with occupational characteristics variables from the revised fourth edition of the
Dictionary of Occupational Titles (1991).
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Table 6
Log Wage Variance When Initial Conditions Are Homogeneous

Homogeneous

Year Benchmark Preference Initial Skills Learning Ability All

1 .206 .204 .061 .206 .061
10 .292 .260 .234 .241 .190
20 .359 .297 .335 .257 .232

Note.—Author’s estimates from the National Longitudinal Survey of Youth 1979–2000. Sample con-
sists of 2,417 men.

erogeneity, I assume that the distributions are degenerated at the mean.30

This assumption does not change the profiles of mean skills. Five simu-
lations are conducted under five different assumptions: (1) a benchmark
simulation in which initial conditions are heterogeneous, (2) task prefer-
ences are homogeneous, (3) initial skill endowments are homogeneous,
(4) learning abilities are homogeneous, and (5) all initial conditions are
homogeneous.

Table 6 presents the results for the variance decomposition of the log
wage over time. In year 1, about 70% ( ) of the log wage1 � 0.061/0.206
variance is explained by differences in initial skill endowments, and the
majority of the remaining variance is due to the white noise term. Dif-
ferences in preferences and learning abilities do not affect the log wage
variance in year 1. In year 10, the log wage variance in the benchmark
simulation is 0.292. It decreases to 0.260 when preferences are homoge-
neous, to 0.234 when initial skill endowments are homogeneous, to 0.241
when learning abilities are homogeneous, and to 0.190 when all the initial
conditions are homogeneous. These results imply that about 35% of the
log wage variance in year 10 is explained by the initial conditions and
that these three different factors have similar effects. In year 20, the log
wage variance in the benchmark simulation is 0.359. It decreases to 0.297
when preferences are homogeneous, to 0.335 when initial skill endow-
ments are homogeneous, to 0.257 when learning abilities are homoge-
neous, and to 0.232 when all the initial conditions are homogeneous. All
together, the initial conditions account for about 35% of the log wage
variance in year 20. This result is similar to that found in year 10, but
the three factors affect the log wage variance differently in each year.
Notice that the effect of the initial skill endowments on the log wage
variance almost disappears in year 20, while differences in preferences
substantially affect the log wage variance, and differences in learning abil-
ity have the largest effect on the log wage variance in the same year.

The college/high school log wage gaps are also examined using the same

30 To simulate homogeneous agents, replace the vector of individual character-
istics di by the sample mean and set . All other parameters remain thed̄ S p 0�1

same.
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Note: Author’s estimates from the National Longitudinal Survey of Youth 1979–2000.
Sample consists of 2,417 men.

▶ In year 1, about 70% 1− 0.061/0.206 of the log wage
variance is explained by differences in initial skills

▶ In year 10, about 20% of log wage variance is explained by
initial skills, 35% explained by all initial conditions

▶ In year 20, about 7% explained by initial skills; about 35%
explained by all initial conditions
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Table 8
Mean Skill Profiles by Education
Year All Men High School Dropouts High School College

Cognitive skills:
1 .000 �.813 �.269 .498
10 .631 �.650 .206 1.405
20 .996 �.539 .489 1.923

Motor skills:
1 .000 .731 .240 �.448
10 �.066 .871 .240 �.637
20 �.108 .950 .238 �.750

Note.—Author’s estimates from the National Longitudinal Survey of Youth 1979–2000. Sample con-
sists of 325 high school dropouts, 1,009 high school graduates, and 1,083 college workers.

B. The Growth of Skills and Wages

How do unobserved skills grow over the careers of workers? Are the
skill growth patterns different across groups? Remember that the observed
task complexity does not necessarily mirror underlying skills because not
only skills, but also job preferences, affect the choice of occupations. It
is possible for one worker to possess more skills than the other even
though the former’s tasks are not as complex than the latter’s. Time pro-
files of the underlying skills cannot be uncovered without the model.

Using the parameter estimates, I present the calculated time profiles of
mean unobserved skills by education in table 8. In year 1, initial skill
endowments differ according to education. Remember that the mean of
the initial skill distribution is set to zero and that the skill scale is nor-
malized by making the standard deviation of the initial skill distribution
equal to one. The initial cognitive skills are �0.813 for high school drop-
outs, �0.269 for high school graduates, and 0.498 for college workers. In
contrast, initial motor skills decrease with education: they are 0.731 for
high school dropouts, 0.240 for high school graduates, and �0.448 for
college workers. Cognitive skills grow over time for all levels of education
but grow faster for the educated for two reasons. First, educated workers
have a higher learning ability. Second, educated workers tend to enter
occupations with high cognitive task complexity and, thus, enjoy more
on the job-skill-learning opportunities. Consequently, the cognitive skill
gap across education levels grows over time because of self-selection into
occupations and skill accumulation through learning by doing. Motor
skills grow for high school dropouts, but they are constant for high school
graduates and decreasing for college workers, which results in a gap in
motor skills across education levels that grows over time. This result is
also driven by different learning abilities, self-selection, and learning by
doing.

How does the growth of these skills translate into wages? To answer
this question, I decompose wage growth into contributions from cognitive
skills and contributions from motor skills. Notice that the profile of skills
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Note: Author’s estimates from the National Longitudinal Survey of Youth 1979–2000.
Sample consists of 325 high school dropouts, 1,009 high school graduates, and 1,083
college workers.

▶ Cognitive skills grow faster for the educated workers (higher learning
ability, and work in high task complexity occupations)

▶ Motor skills grow in high school dropouts, constant in high school
graduates, and decrease for college graduates



Table: Accumulated Wage Growth by Skill Type and Education

Tasks and Heterogeneous Human Capital 41

Table 9
Accumulated Wage Growth by Skill Type and Education

Benchmark All Men

Dropouts High School College All Men CF 1 CF 2
Years since Entry (1) (2) (3) (4) (5) (6)

Cognitive skills:
5 .068 .209 .416 .282 .276 .271
10 .124 .362 .716 .487 .472 .454
15 .166 .472 .927 .634 .612 .580
20 .197 .549 1.074 .737 .710 .665

Motor skills:
5 .061 .003 �.069 �.021 �.026 �.027
10 .098 .003 �.120 �.038 �.045 �.044
15 .124 .002 �.156 �.052 �.059 �.055
20 .141 .000 �.183 �.063 �.071 �.062

Total:
5 .129 .212 .347 .261 .249 .244
10 .222 .365 .596 .448 .427 .410
15 .291 .474 .771 .582 .552 .525
20 .337 .549 .892 .674 .639 .603

Note.—Author’s estimates from the National Longitudinal Survey of Youth 1979–2000. Sample con-
sists of 325 high school dropouts, 1,009 high school graduates, and 1,083 college workers. CF p coun-
terfactual.

itself, even if observed, does not answer this question because a rapid
growth of skills does not translate into a sizable wage growth if skill
prices are low. Table 9 presents the wage growth accumulated during the
first 5, 10, 15, and 20 years after labor market entry. Cognitive skills are
the main source of wage growth for all education groups, with their
contribution to wage growth increasing as higher levels of education are
attained. Cognitive skills increase wages by about 12% for high school
dropouts, 36% for high school graduates, and 72% for college workers
during the first 10 years. The wage growth due to cognitive skill growth
slows down in the next 10 years for all levels of education. Motor skills
contribute to wage growth differently across education. For college work-
ers, wages decrease due to the deterioration of motor skills by 7% in 5
years, 12% in 10 years, and 18% by 20 years. Motor skill growth con-
tributes little to the wage growth of high school graduates. However, for
high school dropouts, increasing motor skills are an important source of
wage growth. Their wages grow by 13% in 5 years, 22% in 10 years, and
34% in 20 years, which implies that motor skills account for about half
of high school dropouts’ wage growth. The results indicate that cognitive
skills are generally the main source of wage growth and that they are
more important for more highly educated workers. Motor skills contrib-
ute only to the wage growth of high school dropouts and account for
about half of their wage growth in the first 20 years after their full-time
transition to the labor market.

Wage growth is driven by changes in tasks as well as changes in skills.
To see the contribution of changes in tasks to wage growth, I calculate
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▶ Cognitive skills are the main source of wage growth, motor skills
only for dropouts

▶ If no change of task complexity, wage decreases 4 to 7 percentage
points

▶ If no change of task complexity but with the same skills, wage
dropped by 3 percentage points



Lise and Postel-Vinay (2020)

Lise and Postel-Vinay (2020) extend Yamaguchi (2012) work by

▶ including the labor market frictions (job search)

▶ wage growth not only through skill accumulation but also
through job-shopping



Unbundling Labor (Edmond and Mongey, 2021)
▶ Heterogeneity in skill requirements across occupations: Low

skill jobs (↓), high skill jobs (↑)
▶ Inequality in wages within occupations Low skill jobs (↓), high

skill jobs (↑)
Fact: High skill jobs have become more different; low skill jobs
have become more similar

Fact A. - Technology

High skill jobs have become more di�erent
Low skill jobs have become more similar

- E.g. median distance between low skill occupations down ≈ 5 degrees

4



Unbundling Labor (Edmond and Mongey, 2021)
Fact A. - Technology

High skill jobs have become more di�erent
Low skill jobs have become more similar

Approach

1. O∗NET data on 250+ skills and J occupations. Split: 2003-09, 2010-18

2. Reduce to 4× J matrix of skills At =
[
a1t, . . . ,aJt

]
(Lise Postel-Vinay, 2020)

3. Distance between occupations (Gathmann Schönberg, 2010)

4. Compare the distribution of these distances θ(j, j′) across periods

Details - Dimension reduction

3



Unbundling Labor (Edmond and Mongey, 2021)

Wages in high skill jobs have become more different; wages in low
skill jobs have become more similar

Fact B. - Wages

Wages in high skill jobs have become more di�erent
Wages in low skill jobs have become more similar

Variance of residuals. Red = High wage occupations, Blue = Low wage occupations

Robust across {All,Male,Female}×{Fix occupations in 1980, 2010}

Details

6

▶ Log annual earnings from the CPS

▶ Residuals after controlling for observables (Yeart , edu, race,
sex, firm size, exp hours, etc)



Model

▶ Workers i ∈ [0,1] endowed with two skills k ∈ {x , y}:
(x(i), y(i)) ∼ H(x , y)

▶ Final Good: U(C1,C2)

▶ Task/Occupation j technology α1 = 1− α2 > 0.5;

Cj = Fj(Xj ,Yj) = [αjX
σ
j + (1− αj)Y

σ
j ]

1
σ , Xj =

∫
x(i)ϕj(i)di ,

Yj =
∫
y(i)ϕj(i)di , ϕj(i) ∈ {0, 1}

Bundled: Worker i must allocate (x(i),y(i)) to the same task j



Efficient Allocation
E�cient allocation

max
φ1x(i)∈{0,1},φ1y(i)∈{0,1}

U
(
F1(X1, Y1), F2(X2, Y2)

)

subject to Let λjX be the shadow price of Xj

X1 =

∫
φ1x(i) x(i) di −→ λ1X = U1F1X

X2 =

∫ [
1− φ1x(i)

]
x(i) di −→ λ2X = U2F2X

Y1 =

∫
φ1y(i) y(i) di −→ λ1Y = U1F1Y

Y2 =

∫ [
1− φ1y(i)

]
y(i) di −→ λ2Y = U2F2Y

and person-by-person bundling constraints

φ1x(i) = φ1y(i) for all i ∈ [0, 1]
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Feasible allocations

- Given X1 what is minimum and maximum Y1 bundled along with it?

Bundling constraint: Y1 ∈
[
B
(
X1

)
, B
(
X1

)]

- Construct X1 using workers with highest x(i)
/
y(i) �rst

X1 =

∫ i∗

0

x(i) di , B(X1) =

∫ i∗

0

y(i) di

Result - If the skill distribution H has no mass points, then

1. B is strictly increasing, strictly convex B′(X1) =
lB(i∗)

lA(i∗)

2. B is strictly increasing, strictly concave B′(X1) =
lB(i∗)

lA(i∗)

3. Continuously di�erentiable, with derivative B′(X1) =
y(i∗)

x(i∗)

11



Feasible allocations
Feasible allocations must satisfy aggregate bundling constraint Y1 ∈ [B(X1), B(X1)].
Determined by distribution of skill endowments only. Example: x(i) ∼ Fréchet(θ).



Unbundled allocation
`Contract curve' equates marginal rates of technical substitution: F1X/F1Y = F2X/F2Y .

Unbundled allocation (∗) equates U1/U2 to marginal rate of transformation F2k/F1k.



Wages

logw1(i) = log λ1Y + log y(i) + log

(
1 +

x
(
λ1X

λ1Y

)(
x(i)

y(i)

))



Symmetric Frechet example

1. Skills

x(i) ∼ Frechet(θ) , y(i) ∼ Frechet(θ) , Tail: 1/θ , θ > 1

2. Technology

F1 =
[
αXσ

1 +(1−α)Y σ1

]1/σ
, F2 =

[
(1−α)

(
1−X1

)σ
+α
(

1−Y1
)σ]1/σ

- Bundling constraint

B
(
X1

)
= 1−

(
1−X

θ
θ−1

1

) θ−1
θ

, lim
θ→∞

B(X1) = X1 , lim
θ↘1

B(X1) = 0

- If α < α∗ then unbundled equilibrium

↑α∗ =
↑ψ1−σ

1 + ↑ψ1−σ , ↑ψ =
1

21−↑1/θ − 1
∈
[

1

2
, 1

]

1. More dispersion of skills ↑ (1/θ), increase α∗ → Unbundled

2. More complementary skills ↓ σ, increase α∗ → Unbundled

18



Skill bias and inequality
Varying α ∈ {0.50, . . . , 0.75}. As occupations become more di�erent, bundling constraint

binds and primary skill prices increase relative to secondary skill prices.
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