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• How to estimate the skill prices across sectors when there are
unobserved skill prices?

• How to test equality of skill prices across sectors?

• Unobserved traits may be correlated with observed traits

Yin = w˜no x˜io︸︷︷︸
observed

+{w˜nu x˜iu︸︷︷︸
unobserved

+εin}, (1)

i = 1, . . . , I , n = 1, . . . ,N .
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• Allow for unobserved skills.

• Skills are assumed constant over time for the individual.

• Suppose that persons stay in one sector and we have T time
periods of panel data on those persons.

• Stack these into a vector of length T .

• Let κu be the number of unobserved components.

• Let κo be the number of observed components.
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In matrix form we may write these equations for person i as

Y˜ i = w˜ ox˜io + {w˜ux˜iu + ε˜i}, for each sector n (2)

(Drop the n subscript for each sector.)
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Following Madansky (1964), Chamberlain (1977) and Pudney
(1982), assume T ≥ 2κu + 1 and partition (2) into three
subsystems:

• We can write a system down for each n = 1, . . . ,N .

• Assume for simplicity x˜io and x˜iu are time invariant.

w˜ o (T × J0) J0 is the number of observed variables

w˜u (T × J1) Ju is the number of unobserved variables

x˜io (J0 × 1) x˜iu is Ju × 1

• The time invariance of x˜iu is essential (at least for a subset).

• Time invariance of x˜io is easily relaxed (notationally
burdensome).
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(i) A basis subsystem of κu equations from (2)

Y˜ (1) = w˜ o(1)x˜io + {w˜u(1)x˜iu + ε˜(1)}, n = 1, . . . ,N (3a)

w˜u(1) is κu × κu

(ii) A second subsystem of equations all of which are distinct from
the equations used in (i)

Y˜ (2) = w˜ o(2)x˜io + {w˜u(2)x˜iu + ε˜(2)}, n = 1, . . . ,N (3b)

(iii) The rest of the equations (at least κu in number)

Y˜ (3) = w˜ o(3)x˜io + {w˜u(3)x˜iu + ε˜(3)}. (3c)
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Assuming that w˜u(1) is of full rank, the first system of equations
may be solved for x˜iu, i.e.,

x˜iu = w˜−1
u(1)[Y˜ (1) − w˜ o(1)x˜io − ε˜(1)]. (4)
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Substituting (4) into (3b), we reach

Y˜ (2) = x˜io

[
w˜ o(2) − w˜−1

u(1)w˜u(2)w˜ o(1)

]
+ w˜−1

u(1)w˜u(2)Y˜ (1) + ε˜(2) − w˜−1
u(1)w˜u(2)ε˜(1)︸ ︷︷ ︸

unobserved error term

.

• Gets rid of x˜iu.

• But OLS fails because, by construction, ε˜(1) is correlated with
Y˜ (1).
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Internal Instruments

• However, we have an internal instrument

• Use IV to instrument for Y(1). The natural instruments are
Y(3). They are valid as long as w˜u(3) are nonzero and the rank
condition is satisfied.

• Find a lot of evidence against equality of factor prices across
sectors.
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Simple Example (Ju = 1)

• X 0
i (1): observed variable for i in the first period

• X u
i (1): unobserved in first period (dimension=1)

• ε(j): a period j specific shock uncorrelated with X u(l),X 0(l)1, and ε(l);
l ̸= j .

Yi (1) = β1X
0
i (1) + λ1X

u
i (1) + εi (1)

(∗) Yi (2) = β2X
0
i (2) + λ2X

u
i (1) + εi (2)

Yi (3) = β3X
0
i (3) + λ3X

u
i (1) + εi (3)

(a) βj is price of observed skills in period j ; Xj is price of unobserved skill

(b) Remember: ε(j) mutually independent, mean zero

(c) X
(0)
i (j) ⊥⧸⊥ X

(u)
i (l); all j , l (omitted variable bias)

(d) Assume X u
i (1) = X u

i (2) = X u
i (3)

(e) λj , βj and X 0
i (j) can change with j
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• ε(l) ⊥⊥ ε(k) ∀l ̸= k

• Steps:
• Step 1: Use equation for Yi (1) to solve for X u

i (1)

Yi (1)− β1X
0
i (1)− εi (1)

λ1
= X u

i (1)

• Assumes λ1 ̸= 0 (price of unobserved skill in period 1)
• Step 2: Substitute in the second equation for Yi (2)

Yi (2) = β2X
0
i (1) +

λ2

λ1
(Yi (1)− β1X

0
i (1)− εi (1))) + εi (2)

• Collect terms
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∗ Yi(2) = (β2 −
λ2

λ1
β1)X

0
i (1) +

λ2

λ1
Yi(1)

+ εi(2)−
λ2

λ1
εi(1)

• X u
i (2) = X u

i (1) eliminated; ∴ omitted variable eliminated

• From first equation: Yi(1) ⊥⧸⊥ εi (out of the frying pan and into
the fire)

• Step 3: Yi(3) is an instrument for Yi(1) in equation (∗)
• Why? (Depends on X u

i (1) as does Yi(1))

• εi(3) ⊥⊥ (εi(2)− λ2εi(1))

• Conclusion: ∴ we get (β2 − λ2

λ1
β1) and

λ2

λ1
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• Switching the roles of 1, 2, and 3, we can get
λj

λk
; j ̸= k

• All assumed to be non-zero

• Notice we need one normalization to separate λj from X u
i (both

unobserved)

• Set λ1 = 1, ∴ we know λ2, λ3

• This normalization is essential: we do not directly observe
X u
i (i),X

u
i (2) or X

u
i (3) or the λ.

• They enter the wage equation as
[λ1X

u
i (1)] , [λ2X

u
i (2)] , [λ3X

u
i (3)].
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β3 − λ3β1 = ϕ31

β3 − λ3β2 = ϕ32

β1 − λ1β2 = ϕ12

β1 − λ1β3 = ϕ13

β2 − λ2β1 = ϕ21

β2 − λ2β3 = ϕ23


ϕl ,k all known1

• 1But not necessarily the individual parameters on the left hand
side (except λj)

• From previous analysis, the ϕij all known as are λj

• 3 equations; 3 unknowns
• ∴ β1, β2, β3 known (rank condition requires “sufficient” variation
in prices of skills)

• Everything identified (prices of observed and unobserved skills)
up to normalization.
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