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1. [5 pts] Explain and contrast the roles of the probability of selection,

P (Z), sometimes called the “propensity score” in

(a) Matching

(b) Selection Models

(c) Instrumental variable models

In what sense is it a fundamental aspect of each model for identification?

For estimation?

2. [5 pts] Using the Generalized Roy model, derive and interpret the

weights on MTE required to form:

(a) ATE

(b) Treatment on the treated

(c) The voting criterion

(d) AMTE

(e) PRTE

(f) Quantile treatment effects

(g) The IV estimator with Z being a vector of instrumental variables



(h) The matching estimator

3. [15 pts] NOTE: the model, dataset, and parts of this question

have been modified from the first issue of the exam. For exam-

ple, the previous part (c) was dropped. This question considers

the time series earnings and consumption dynamics model presented in

the handout, “Modelling the Income Process:”

Yit = β + Uit, 1 ≤ t ≤ T (income);

Uit = Ui(t−1) + εit, εit = δηi(t−1) + ηi,t, ηi,t iid;

Cit = γEt

(∑T−t
j=0

Yi(t+j)

(1+r)j
| It

)
+ ωit; (consumption, where It is the infor-

mation at age t on which agents act)

ωit = ψi + λit, λit ⊥⊥ ηit′ all t, t
′

E(λit) = 0, E(ηit) = 0 for all t

All innovations are mutually independent across i.

This question uses the dataset “q3 dt.csv” to answer the computational

components, with r = 0.1.

(a) Show how to identify the contribution of the permanent income com-

ponent, the permanent consumption component, and the transitory

income component to income and consumption (this is % of variance

explained). The permanent component of consumption is the part

of consumption attributable to permanent component of income.

(b) Compute the contribution of the components listed in (a) and com-

ment on the estimates.

(c) Write out and estimate all moment conditions for identifying the
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consumption and income models. State the information sets used

by agents.

4. [10 pts] Using the handout, “Ability Bias, Errors in Variables, and

Sibling Methods Panel Data” as a guide and factor-analyzing the given

measurement system:

(a) What is the rank of the factor model for measurements?

(b) Consider a true model Yi = α+βXi+εi. You observe (Yi, X
∗
i ), where

X∗
i is Xi measured with error so that X∗

i = Xi + ηi with E(ηi) = 0,

ηi ⊥⊥ (Xi, εi). (εi, ηi) are iid and mutually independent and

Var ηi = σ2
η. You have J > 1 measurements on X.

The measurement system is:

Mij =λjXi + ωij

j =1, . . . , J measurements

E(ωji) =0

ωij ⊥⊥εi, for all j.

This is a factor model. Its rank is determined by the covariance

matrix of Mij.

Show how to identify β using these measurements. Using the dataset

“q4 dt.csv,” which assumes that X∗
i and Xi are scalar variables,

estimate β and provide standard errors using IV with the Mij as

instruments for X∗
i . All error terms are independent across i.
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(c) Now suppose that Xi = (Xi1, Xi2) is a vector, with β′ = (β1, β2)
′.

Suppose that only the first component is measured with error X∗
1i =

X1i + η1i, X
∗
2i = X2i. You observe (Yi, X

∗
i1, X

∗
i2) = (Yi, X

∗
i1, Xi2).

Consider two approaches to estimating β2:

(i) Dropping X∗
i1 and fitting the model using (Yi, Xi2).

(ii) Keeping X∗
i1 and fitting the model using (Yi, X

∗
i1, Xi2)

Which approaches yields the smallest bias for β2? The smallest mean

squared error?

5. [20 pts] Consider the model

Yi = αi + βiDi

where E(αi) = ᾱ, |ᾱ| <∞

E(βi) = β̄, |β̄| <∞

V ar αi <∞, V ar βi <∞

Di = 1(βi − Ci > 0)

where Ci = ψ(Zi) + Ui, with Ui ⊥⊥ (αi, βi) and Zi ⊥⊥ (αi, βi, Ui). You

observe (Yi, Di, Zi).

This question uses the dataset “q56 dt.csv” to answer the computational

components, where you will use the variables (indiv,Z1,Z2,D q5,Y q5) to

answer them.

(i) Define sorting bias and selection bias for this model.

(ii) How does this model relate to the model of potential outcomes used
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by statisticians?

(iii) Define “monotonicity” in the sense of Imbens and Angrist and con-

trast with standard usage in mathematics.

(iv) Define the MTE for this model.

(v) Suppose Zi = (Zi1, . . . , ZiK), K > 1 but you use Zi1 alone to

instrument for Di. Derive the expression for IV using Zi1 applied

to Di. Does this IV satisfy the Imbens-Angrist “monotonicity”

condition? Why or why not? Explain when it does. Derive the IV

(Zi1) weight for the MTE.

(vi) Is what IV identifies in the case considered in part (v) ever eco-

nomically interesting? Suppose that you estimate the model using

the first coordinate of Z as an instrument, but condition all the

other instrument values at realized values. Formally characterize

the estimand and compare with the estimands for (v). Does this

instrument necessarily satisfy monotonicity? Compare to the case

where you fix (Z2, Z3, . . . , ZK) = (z2, . . . , zK) at the same values

across people.

(vii) Compare and interpret your estimates for (v) and (vi).

Illustrate all of your answers empirically using the posted dataset.

6. [5 pts] Consider the questions in Question (5), but now suppose that

Di = 111(E(βi − Ci|Zi) > 0)
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. Answer all the questions in Question (5) for this model. This question

uses the dataset “q56 dt.csv” to answer the computational components,

where you will use the variables (indiv,Z1,Z2,D q6,Y q6) to answer them.

7. [5 pts] What does matching on P (Z) (nearest neighbor) identify for the

data and model of Questions (5) and (6)? Using the relevant datasets,

estimate and plot the MTE as a function of P for the general model and

for the matching model. Compare to the estimator of E(Y1 − Y0) based

on matching on P (E(Y1 − Y0|P = p)).

8. [35 pts] Consider the model of earnings and program participation de-

veloped in Heckman (1977), Heckman and Robb (1985), and applied in

Ashenfelter and Card (1984).

Training only occurs in period k and there are no earnings. Opportu-

nity costs (foregone earnings) in period k are Y0ik, and tuition costs or

subsidy, Ci.

Individual i’s potential earnings are determined by the following equa-

tions:

Y0it = β + θi + Uit all t (1)

and

Y1it = Y0it + αi t > k (2)

so that the individual causal effect of training is:

Y1it − Y0it = αi t > k. (3)
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The error term Uit is an AR(1) process:

Uit = ρUi(t−1) + εit (4)

where εit are iid shocks with E(εit) = 0 and θi, εi,t, and αi are mutually

independent and independent across people.

The decision to participate made in period k is:

Di =

1 iff αi/r − Y0ik − Ci > 0 and t > k

0 otherwise

 (5)

where Ci = Z ′
iϕ + Vi with E(Vi) = 0 and where Zi is an observed

characteristic that affects cost of training, (Uit, θi, Vi) ⊥⊥ Zi, Vi ⊥⊥ (αi, θi.

We observe Yit where Yit = Y0it for t < k, Yit = (1 − Di)Y0it for t = k,

and

Yit = DiY1it + (1−Di)Y0it. (6)

The mean effect of training in the population: E(αi).

Mean effect of training on those who receive training is E(αi|Di = 1).

The three samples (datasets) you will use in this question are called

“q8s1 dt.csv”, “q8s2 dt.csv”, and “q8s3 dt.csv.” The three samples were

constructed using one of the three data generating process: (i) αi is

heterogeneous but individuals choose treatment using E[αi] instead of αi,

(ii) αi is homogenous (constant), and (iii) no restrictions (heterogeneous

αi which is also known in making treatment choice). As part of answering

the questions, you should determine which sample corresponds to which
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data generating process.

(a) For this model, plot the panel earnings dynamics for all three posted

samples. Use the estimated propensity score to test for essential

heterogeneity (αi ⊥⧸⊥ Di) “sorting.”

(b) For each sample, estimate E(α), E(α|D = 1) using

(i) IV estimator (with P (Z) as instrument)

(ii) The selection bias (i.e., control function) estimator

(iii) The difference in differences estimator (-1,3) where -1 refers to

the period just before k (i.e. k − 1) and 3 refers to 3 periods

after: k, (i.e. k + 3).

(iv) The difference in differences estimator (-3,3)

(v) The cross section estimator comparing participant and nonpar-

ticipant earnings in period k + 4

(vi) The nearest neighbor matching estimator based on preprogram

earnings.

Explain the differences among the estimators and estimates within

each sample and across samples.

(c) Under what conditions does the model satisfy the parallel trends

assumption required in difference in differences estimators? Which

versions of the model guarantee that this condition is met? Consider

three cases:

i. Agents know Yi,k and Ci when deciding if Di = 1.
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ii. Agents do not know Yi,k and Ci and use expected values where

the expected values are true (population) expected values.

iii. A version of (ii) where agents anticipated values of Yik are biased

down by ωi,k = $1, 000 and Ci up by $200.
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